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Introduction

The literature on the relationship between competition and innovation has attracted the

attention of the economic profession ever since the first publication of Schumpeter’s Cap-

italism, Socialism and Democracy in 1942. In this work, Schumpeter argued that firms

with market power might be more innovative than firms in competitive industries. Sub-

sequently, many economists supported the Schumpeterian hypothesis that market power

is good for innovation. Other important groups of economists argued that competition

encourages innovation, or that innovation thrives at an intermediate level of competition.

The actual form of the relationship between innovation and competition, measured

typically using profitability or concentration, is highly important for public policy, espe-

cially for competition policy, industrial policy and for the choice of the optimal intellectual

property regime. For instance, if the Schumpeterian hypothesis is correct and competition

reduces the innovative performance of firms, the goal of competition policy is unclear. By

fostering competition, the authorities improve static efficiency because they reduce the

dead-weight loss due to the market power of firms. But at the same time, they harm

dynamic efficiency by reducing the innovative performance of firms. On the other hand,

should market power discourage innovative activity, pro-competition policies would in-

crease both the static and dynamic efficiency of markets. Similarly, if the goal of industrial

policy is to create more innovative home industries, the optimal strategy also depends

on the relationship between competition and innovation. Suppose that the Schumpeterian

hypothesis is true and competition reduces innovation. Then it might be reasonable to

use trade barriers to protect home industries from foreign competition. However, trade

barriers will not be useful if competition stimulates innovation. Finally, the form of the

relationship between competition and innovation is important for the choice of the opti-

mal intellectual property regime. If Schumpeter’s arguments are correct, a regime in which

patents are assigned more easily and enforcement is stricter might be supported for two

reasons. First, stronger patent protection increases the rents of the innovator and there-

fore the incentives to innovate. Second, stricter patent protection increases the market

power of firms, which further enhances the innovative performance of the economy. On

the other hand, if competition increases innovation, the possible positive effects due to

stronger patent protection need to be weighed up against, among other factors, with the

negative effects of less competitive environment on innovation.

Since Schumpeter’s seminal discussion of the effect of market power on innovation,

the relationship between competition and innovation has been widely studied in the em-
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2 INTRODUCTION

pirical literature, mostly in the field of industrial organization, and the forces and effects

behind the relationship have been discussed extensively in the theoretical literature. Un-

fortunately, neither the empirical nor the theoretical literature has provided clear support

for the Schumpeterian hypothesis, or for the alternative hypothesis that competition en-

courages innovation. In the most influential recent contribution to the literature, Aghion

et al. (2005) attempt to reconcile the opposing hypotheses. They find an inverted-U rela-

tionship between a profitability-based measure of competition and innovation and provide

a natural explanation of the relationship that combines a positive and a negative effect of

competition on innovation.

Following Aghion, Harris & Vickers (1997) and Aghion et al. (2001), Aghion et al.

(2005) present a model of an economy consisting of a continuum of duopoly industries.

Firms in these industries engage in step-by-step innovation. This means that a firm that

has innovated moves exactly one technological step ahead, regardless of the technology

used by the rival firm. Furthermore, the model sets the maximum possible difference be-

tween the technologies of the duopolists equal to one step. It means that firms one step

ahead, called technological leaders, have no incentive to innovate. Hence the innovators are

firms one technological step behind, called technological laggards, and firms at the same

technological level, called neck-and-neck firms. The structure of product market competi-

tion is such that a rise in competition reduces innovation of laggard firms and increases

innovation of neck-and-neck firms. The former effect of competition is called the Schum-

peterian effect and the latter the escape-competition effect. The interplay of these two

effects generates the inverted-U relationship between competition and innovation and two

additional predictions, called Prediction B and Prediction C in this book. According to

Prediction B, a rise in competition increases the share of unleveled industries with lag-

gard and leader firms in the economy, which increases the average technological difference

between the firms (called the technology gap). According to Prediction C, the peak of the

inverted-U relationship is higher and occurs at higher levels of competition in an economy

with a lower technology gap.

The predictions of the model of Aghion et al. (2005) have been tested in the recent em-

pirical literature. While there is some support for the inverted-U relationship, the empirical

evidence supporting the additional predictions is scarce. The lack of support for Prediction

C is not so problematic because this prediction is not a necessary part of Aghion et al.’s

explanation of the inverted-U relationship. On the other hand, Prediction B represents

a necessary part of the explanation of the inverted U. According to this prediction, the

proportion of neck-and-neck firms is relatively high in less competitive industries. Hence

the escape-competition effect is likely to dominate the Schumpeterian effect, which means

that a rise in competition increases the overall level of innovation. Conversely, the propor-

tion of laggard and leader firms is relatively high in more competitive industries. In this

case, the Schumpeterian effect is likely to dominate the escape-competition effect, which

means that a rise in competition reduces innovation in the economy. The only two studies

that find an inverted-U relationship between a profitability-based measure of competition

and innovation and at the same time test for Prediction B are Aghion et al. (2005) and
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Hashmi (2005). While the decreasing relationship between profitability and the technology

gap found by Aghion et al. (2005) is consistent with their explanation, the flat and concave

relationship in Hashmi (2005) is not compatible with Aghion et al.’s explanation of the

inverted-U relationship. The empirical evidence, therefore, leaves room for an alternative

explanation of the inverted-U relationship.

The goal of this book is to provide an alternative explanation of the inverted-U rela-

tionship between profitability and innovation that is able to reconcile the empirical findings

of Aghion et al. (2005) and Hashmi (2005) related to Prediction B. More specifically, the

book aims to provide realistically motivated models of the R&D decision-making of firms

and test the predictions of the models using the empirical evidence of Aghion et al. (2005)

and Hashmi (2005). The book should provide insights into possible causes of the relation-

ship between the profitability of firms and innovation, which might prove useful for public

policy.

In order to explain the empirical evidence, I introduce two models of innovation in this

book: the basic model and the prospect-theory model of innovation. In the basic model,

firms choose their R&D expenditures in order to maximize their expected profits within

certain limitations. The aim of the model is to present a simple and general explanation

of the empirical evidence. On the other hand, the prospect-theory model provides a more

specific explanation, and predictions of the model correspond better to the empirical find-

ings than predictions of the basic model. The prospect-theory model uses a behavioral

theory of the decision-making process of managers. The R&D expenditures are chosen

by managers of firms according to their preferences represented by the prospect-theory

value function (Kahneman & Tversky 1979, Tversky & Kahneman 1992). Similarly to the

model of Aghion et al. (2005), the size of innovation results from optimizing choices. On the

other hand, the assumptions behind both models differ from Aghion et al.’s assumptions

in several important aspects.

First, the model of Aghion et al. (2005) relates innovation to a theoretical measure of

competition, which is shown to be increasing in the empirical profitability-based measure of

competition (1−Lerner index). Thus their model is able to explain the empirical inverted-

U relationship between profitability and innovation. The basic and prospect-theory models

explain the empirical evidence directly by relating innovation to the profits of firms. This

approach has two advantages. First, it avoids the problematic link between competition

and profitability. As shown by Boone (2000, 2008), a rise in the level of competition may

lead to both higher and lower industry profitability. Consequently, the predicted rela-

tionship between profitability and innovation might differ from the predicted relationship

between competition and innovation. Second, it provides a more general explanation of

the empirical evidence concerning the relationship between profitability and innovation

because it covers all the possible factors responsible for variation in profitability, not only

the intensity of competition like Aghion et al. (2005).

Second, the predictions of the model of Aghion et al. (2005) arise due to the assump-

tion of step-by-step innovation and a specific structure of product market competition.
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Thanks to these assumptions, competition has an opposite effect on innovation of lag-

gard and neck-and-neck firms, which generates the inverted-U relationship and the related

predictions. However, Aghion et al.’s explanation might not be valid in industries with a

different mode of technological progress or different structure of product-market compe-

tition (see Subsection 1.3.2 for examples of such situations). In my explanation, all firms

in an industry have the same incremental profit owing to innovation, which is either con-

stant or decreasing in profits of firms. In this respect, my explanation is complementary

to the explanation of Aghion et al. (2005). It is able to explain the empirical evidence

even in the absence of either the Schumpeterian effect or both the Schumpeterian and

escape-competition effects.

Third, there are important differences in the assumptions about the R&D process. In

the model of Aghion et al. (2005), time is continuous. The intensity of innovative activity

increases the probability that an innovation of a fixed size occurs at any moment in time.

Furthermore, there are only two firms, which means that the innovative activity of one

firm affects the optimal innovative effort of the other firm. On the other hand, time in

my models is discrete. In each period, the R&D process generates an innovation with

a certain probability. R&D expenditures influence the size of innovations. A rise in R&D

expenditures increases the difference between the profits of the firm that succeeds or fails

in generating an innovation. Finally, there are many firms in the industry, so that the size

of R&D expenditures of one firm is assumed to have no effect on the innovative effort of

other firms.

In this book, I provide several explanations of an inverted-U relationship between the

profits and R&D expenditures of individual firms. The intuition behind all the explanations

is similar. Starting at low levels of profits, a rise in profits tends to increase innovation

because unprofitable firms, or their managers, are unable or unwilling to support high R&D

expenditures. On the other hand, a rise in the profits of highly profitable firms reduces

innovation because the benefits from an additional unit of R&D expenditure are decreasing

in profits. The industry-level relationships between profits and R&D expenditures, called

the R&D function, and profits and the technology gap, called the technology-gap function,

depend on the distribution of profits in the industry. If all firms expect to earn similar

profits, both R&D and technology-gap functions are likely to be inverse U- or V-shaped,

which corresponds to the empirical findings of Hashmi (2005). On the other hand, if firms

differ in profit earnings, the models are likely to predict an inverted-U or inverted-V R&D

function and a decreasing technology-gap function, which corresponds to the findings of

Aghion et al. (2005). In Aghion et al.’s model, Prediction B is a necessary component of

the explanation of the inverted-U relationship. Hence the inverted-U relationship between

competition and innovation emerges only if competition increases the technology gap in

the industry. On the other hand, I provide a more flexible explanation of the inverted-

U relationship between profits and innovation, in which the inverted-U R&D function is

consistent with a concave or decreasing technology-gap function.

The rest of the book has the following structure: Chapter 1 presents a survey of litera-

ture related to the paper by Aghion et al. (2005). First, it presents the main assumptions
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and predictions of their model. Then it presents the recent empirical literature testing

the predictions of their model, most importantly the empirical findings of Aghion et al.

(2005) and Hashmi (2005). Finally, the chapter discusses the empirical evidence and some

of the assumptions of the model of Aghion et al. and relates them to the alternative

explanation presented in this book. Chapters 2 and 3 present the basic model and the

prospect-theory model of innovation. Both chapters are organized in a similar way: they

introduce the structure of the models first; then they present predictions of the models.

More specifically: they relate firms’ profits to their R&D expenditures; then they consider

the relationship between profits and industry-level R&D expenditures; and finally they

relate profits to the technology gap in the industry. Finally, both chapters show that for

specific combinations of parameters, the predictions of the models correspond to the find-

ings of Aghion et al. (2005) and Hashmi (2005). Chapter 4 discusses the robustness of

the predictions to a variation in parameters. And finally, the last chapter sets down the

conclusion.





Chapter 1

Survey of literature

The modern literature on the relationship between competition and innovation starts with

a provocative thesis by Joseph Schumpeter. Schumpeter challenges the view that compe-

tition is beneficial for consumers. He argues that in the long run, the static inefficiency of

monopolistic industries might be more than offset by their better innovative performance.

He presents two arguments in favor of this thesis. First, firms with market power might

have access to superior methods or better inputs because of better financial standing or

uniqueness. “There are superior methods available to the monopolist which either are not

available at all to a crowd of competitors or are not available to them so readily: ... for in-

stance because monopolization may increase the sphere of influence of better, and decrease

the sphere of influence of the inferior, brains, or because the monopoly enjoys a dispro-

portionately higher financial standing.” (Schumpeter, 1994 [1942], pp. 100–101) Second,

he argues that monopolistic practices or a better financial standing might mitigate the

negative consequences connected to uncertain innovative activities. Therefore, monopolies

might be bolder innovators than competitive firms. Or as Schumpeter explains, “[t]here is

no more of paradox in this than there is in saying that motorcars are traveling faster than

they otherwise would because they are provided with brakes.” (Schumpeter, 1994 [1942],

pp. 88–89)

From the beginning of the discussion, the Schumpeterian hypothesis in favor of market

power finds support among many economists. Other economists present arguments and

empirical evidence in favor of a positive effect of competition on innovation. The following

list of important contributions shows that the discussion continues to the present day. The

notable theoretical arguments for a positive or a negative relationship between compe-

tition and innovation are put forward by Fellner (1951), Arrow (1962), Scherer (1967b),

Loury (1979), Lee & Wilde (1980), Dasgupta & Stiglitz (1980), Reinganum (1982), Vickers

(1986), and Aghion & Howitt (1992). For studies reporting a negative relationship between

competition and innovation that are consistent with the Schumpeterian hypothesis, see e.g.

Phillips (1956), Horowitz (1962), Phillips (1966), Scherer (1967a), Greer & Rhoades (1976),

Kraft (1989), Tinkvall & Poldahl (2006), Artés (2009), Hashmi & Van Biesebroeck (2010),

and Hashmi (2012). For studies finding a positive effect of competition on innovation, see

e.g. Maclaurin (1954), Weiss (1963), Allen (1969), Adams (1970), Johannisson & Lind-
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ström (1971), Acs & Audretsch (1988), Geroski (1990), MacDonald (1994), Nickell (1996),

Blundell, Griffith & Van Reenen (1999), Djankov & Murrell (2002), Okada (2005), Grif-

fith, Harrison & Simpson (2006), Gorodnichenko, Svejnar & Terrel (2008), Bloom, Draca

& Van Reenen (2011), Correa & Ornaghi (2011), Berubé, Duhamel & Ershov (2012).

A third important hypothesis is introduced to the discussion more than two decades

after Schumpeter’s seminal work. According to this hypothesis, the relationship between

competition and innovation is first increasing and then decreasing in competition, forming

an inverted-U relationship. The intriguing aspect of the inverted-U hypothesis is that it

might potentially reconcile the empirical findings of positive and negative relationships

between competition and innovation. Furthermore, it might explain the relationship using

theoretical arguments for both a positive and a negative relationship – the positive effect

of competition dominating the negative effect if competition is low, and vice-versa if com-

petition is high. Theoretical explanations of the inverted-U relationship are presented by

Scherer (1967a, 1967b), Kamien & Schwartz (1972, 1976), Nohria & Gulati (1996, 1997),

Schmidt (1997), Mukuyama (2003), Aghion et al. (2005), Lee (2005), and Vives (2008).

Some empirical support for the inverted-U hypothesis is provided by Williamson (1965),

Comanor (1967), Scherer (1967a), Scott (1984), Levin, Cohen & Mowery (1985), Schaffner

& Seabright (2004), Aghion et al. (2005), Kilponen & Santavirta (2005), Hashmi (2005),

Tingvall & Poldahl (2006), Tingvall & Karpaty (2008), Askenazy, Cahn & Irac (2008),

Wiel (2010), Alder (2010), Polder & Veldhuizen (2012), and Peneder & Wörter (2012).

The aim of this book is related directly to the seminal model of Aghion et al. (2005),

which provides an explanation of the inverted-U relationship between competition and

innovation and two additional testable predictions. For this reason, the discussion in this

section is limited exclusively to the theoretical model of Aghion et al. (2005) and the

related empirical literature. This limitation is justified by the fact that there are many

excellent surveys of the literature on the relationship between competition and innovation

(for the most important ones, see Kamien & Schwarz 1975, Cohen & Levin 1989, Scherer

1992, Cayseele 1998, Ahn 2002, Gilbert 2006, and for a specialized survey of the early

literature on the inverted-U relationship, see Krčál 2010c). It is therefore not necessary

to provide a comprehensive survey of the entire literature on the relationship between

competition and innovation.

This chapter consists of three parts. Section 1.1 introduces the model of Aghion et

al. (2005). It presents the main assumptions of their model and introduces three predic-

tions relating competition, innovation and the technology gap in the industry. Section 1.2

reviews the recent studies testing predictions of the model of Aghion et al. (2005). The

studies provide some evidence of the inverted-U relationship between competition and

innovation and limited evidence supporting the additional predictions. Section 1.3 sum-

marizes the main findings of the chapter and discusses the correspondence of the findings

to predictions of the model. Furthermore, it discusses some of the assumptions of Aghion

et al.’s model and relates them to the assumptions of my explanation presented in the

subsequent chapters.
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1.1 A review of Aghion et al.’s model

Aghion et al. (2005) present a general-equilibrium model that builds on the previous work

of Aghion & Howitt (1992), Aghion, Harris & Vickers (1997), and Aghion et al. (2001).

Their model economy consists of a continuum of duopoly sectors in which the duopolists

have constant marginal costs. They engage in step-by-step innovation, which means that

innovation on the part of each firm improves its technology by one step. This is equivalent

to a reduction of marginal costs by 1/γ, where the parameter γ > 1 measures the size of

innovation. Furthermore, the nature of the technology is such that the difference between

the levels of technological development of firms cannot exceed one step. For this reason,

there are only two types of industry in the economy: leveled industries containing neck-and-

neck firms that have the same marginal costs; and unleveled industries in which one firm

(called the leader) is one technological step ahead of the other firm (called the laggard).

Because of the limitation on the technology difference between the duopolists, leaders

have no incentive to innovate. Hence the potential innovators consist of the remaining

neck-and-neck and laggard firms. By spending a certain amount of labor, a neck-and-

neck or a laggard firm innovates with a Poisson hazard rate of n0 or n−1, respectively.
Furthermore, a laggard firm may imitate the leader’s technology with an exogenously

determined Poisson hazard rate h (called the imitation rate). Hence the probability that

a laggard firm moves one step ahead at any moment in time is n−1 + h. The duopolists

engage in Bertrand competition with homogeneous products. Product market competition

is parameterized as a level of collusion that affects only the profits of neck-and-neck firms.

At the highest end of the competition range, there is no collusion and neck-and-neck firms

earn zero profit. As the level of collusion increases, the profits of neck-and-neck firms

increase. There is no collusion in unleveled industries. Therefore, laggard firms earn zero

profits and the profits of leaders depend on the size of innovation γ.

A rise in product market competition Δ (a reduction of the level of collusion) has two

effects on innovation. According to the escape-competition effect, competition increases

innovation on the part of neck-and-neck firms. The intuition behind the effect is straight-

forward. A rise in competition reduces the profits of neck-and-neck firms, but has no effect

on the profits of leaders. Hence competition increases the incremental profits from innova-

tion (called the reward) of neck-and-neck firms. Consequently, competition increases the

probability that a neck-and-neck firm innovates at any moment in time n0. According to

the Schumpeterian effect, competition reduces innovation on the part of laggard firms.

This effect arises because competition lowers the profits of neck-and-neck firms, but has

no effect on the profits of laggard firms. Hence a rise in competition reduces the reward

of laggard firms, and therefore lowers the probability that a laggard firm innovates at any

moment n−1.
In steady state, the proportion of leveled and unleveled industries adjusts so that

the probability that an industry becomes leveled equals the probability that an industry

becomes unleveled. Hence the escape-competition and Schumpeterian effects influence the

steady-state proportion of leveled and unleveled sectors in the economy, and consequently
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the overall innovative performance of the economy. This process generates the following

three predictions:

• Prediction A: For certain values of parameters, the relationship between competi-

tion and the overall level of innovation in the economy has an inverted U-shape (see

Proposition 2, Aghion et al. 2005, p. 715).

• Prediction B: A rise in competition increases the expected technology gap mea-

sured as the proportion of unleveled industries in the economy (see Proposition 4,

Aghion et al. 2005, p. 717). Prediction B is also called the composition effect.

• Prediction C: The peak of the inverted-U relationship is higher and occurs at higher

levels of competition in an economy with a higher proportion of leveled industries

(see Proposition 5, Aghion et al. 2005, p. 717).

First, I explain how the escape-competition and Schumpeterian effects influence the pro-

portion of unleveled sectors in the economy (Prediction B) and the overall innovative

performance of the economy (Prediction A). Then I explain what is the relationship be-

tween the technology gap and the overall innovative performance (Prediction C).

Consider the situation of the model economy under a high, low and intermediate level

of competition. If competition is high, neck-and-neck firms are highly innovative while

the innovation of laggards is low. It means that while neck-and-neck firms need relatively

little time to innovate and shift an industry to the unleveled state, laggards need relatively

more time to innovate, so that the industry stays in the unleveled state relatively longer.

Therefore, the steady-state proportion of unleveled industries among highly competitive

industries is relatively high. Since innovative performance of highly competitive unleveled

industries is low due to the Schumpeterian effect, the overall level of innovation in highly

competitive industries is relatively low. On the other hand, if competition is low, laggard

firms are highly innovative and neck-and-neck firms are slow to innovate. The industries

need relatively less time to move from the unleveled to the leveled state, than vice-versa.

Therefore, the steady-state proportion of leveled industries is relatively high. Since neck-

and-neck firms under low competition are less innovative due to the escape-competition

effect, the overall level of innovation will be relatively low. Finally, if the level of compe-

tition is intermediate, both laggard and neck-and-neck firms need intermediate time to

innovate. The proportion of leveled and unleveled industries in the economy is also inter-

mediate. Therefore, the level of innovation in the economy might be higher than under

low or high competition.

This provides an intuitive explanation of Prediction B. More competition increases in-

novation of neck-and-neck firms and reduces innovation of laggard firms. Hence it increases

the proportion of unleveled sectors, i.e. the expected technology gap, in the economy. The

previous paragraph also explains the intuition behind Prediction A. If competition is high

or low, a relatively high share of industries needs a relatively long time to innovate. If

competition is intermediate, all industries need intermediate time to innovate. Therefore,
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the overall flow of innovation might be higher under an intermediate level of competition,

so that the relationship between competition and innovation is inverse U-shaped.

Figure 1.1 presents an example of Predictions A and B for the size of innovation

γ = 1.1 and the imitation rate h = 0.13. Panel A shows that a rise in competition

increases innovation of a neck-and-neck firm n0 (the escape-competition effect) and reduces

innovation of a laggard firm n−1 (the Schumpeterian effect). The higher the innovation of

neck-and-neck firms and the lower the innovation of laggard firms, the longer the period

of time each industry persists in the unleveled state. Hence, as shown in Panel B, more

competition increases the technology gap (Prediction B). Finally, Panel A shows that the

interplay of the escape-competition effect, Schumpeterian effect, and Prediction B creates

the inverted-U relationship between competition and innovation (Prediction A).

Figure 1.1: An example of Predictions A and B
In this figure, I present an example of Predictions A and B calculated for the size of innovation
γ = 1.1 and the imitation rate h = 0.13 using Proposition 1 (p. 714) and equations (9) and (10)
in Aghion et al. (2005). Panel A shows a relationship between competition and innovation of

a neck-and-neck and laggard firm n0 and n−1, and the total flow of innovation I. Panel B shows
the relationship between competition and the technology gap.

According to Prediction C, the peak of the inverted-U relationship is higher and occurs

at higher levels of competition in an economy with a higher proportion of leveled industries.

The intuition behind the proposition is straightforward. The economy is more leveled if the

imitation rate h is higher. Because the overall flow of innovation also includes imitation,

and neck-and-neck firms innovate more than laggard firms, the inverted-U relationship is

higher in a more leveled economy. Moreover, the peak of the inverted-U relationship occurs

at higher levels of competition because the increasing escape-competition effect is stronger

in a more leveled economy. Figure 1.2 presents an example of Prediction C. Panel B shows

that a rise in imitation rate h reduces the proportion of unleveled industries in the economy

(equal to the technology gap G). Panel A shows that the inverted-U relationship in a more

neck-and-neck economy is higher and peaks at a higher level of competition.
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Figure 1.2: An example of Prediction C
In this figure, I present an example of Prediction C calculated using equations (9) and (10) in

Aghion et al. (2005) for three different imitation rates h and for the size of innovation γ = 1.1. As
expected, a higher imitation rate leads to a lower technology gap (Panel B). Then consistently

with Prediction C, a lower technology gap leads to a higher inverted-U relationship with the peak
at a higher level of competition (Panel A).

1.2 The empirical tests of Aghion et al.’s model

This section presents empirical tests of the predictions of Aghion et al. (2005). There are

three main groups of measures of competition typically used in the literature:

1. profitability measures, most importantly the price-cost margin (PCM) or the Lerner

index;

2. concentration or similar measures such as the Herfindahl-Hirschman index (HHI) or

the number of firms in the industry;

3. new measures developed by Boone (2008) and Boone, van Ours & Wiel (2007) called

relative profit differences (RPD) and profit elasticities (PE).

The most important measures of innovation used in the literature are patents, citation-

weighted patents, R&D expenditures, or productivity growth. While all the innovation

measures seem to be appropriate for testing the predictions of Aghion et al.’s model, the

use of some measures of competition is problematic.

Aghion et al. (2005) (Proposition 3, p. 716) show that the empirical measure of compe-

tition based on the Lerner index is a monotonically increasing function of the theoretical

measure used in predictions of the model. Hence the Lerner index (or the PCM) can be

used for testing the predictions of Aghion et al. (2005). On the other hand, the number of

firms or concentration measures do not seem to be appropriate for testing the predictions.

For instance, a rise in the theoretical measure of competition in the model of Aghion et

al. (2005) increases the expected concentration measured by the HHI. This is because the
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proportion of unleveled industries in the economy is increasing in competition (Predic-

tion B), and the leader in an unleveled industry serves 100% of the market, whereas at

the same time the neck-and-neck firms serve only 50% of the market each (the HHI of the

unleveled industry is 1 and of the leveled industry is 0.5). Furthermore, the number of

firms in the model of Aghion et al. (2005) is constant. Finally, relative profit differences

(RPD) and profit elasticities (PE) are consistent with many alternative parameterizations

of competition (see Boone 2008 and Boone, van Ours & Wiel 2007). The tests of the pre-

dictions provided in studies using RPD or PE are likely to be relevant. In order to provide

a concise overview of the relevant empirical literature, I consider only studies using the

Lerner index or the PCM and RPD or PE for measuring competition. However, if any

of the studies uses not only the selected measures but also the HHI or other measures of

competition, I report the full results of the study.

The organization of this section is as follows. First, I introduce the empirical findings

of Aghion et al. (2005) and Hashmi (2005). I present these two studies in a separate

subsection because they test all three theoretical predictions using similar methodologies

and they find an inverted-U relationship between profitability and innovation, which makes

the tests of Predictions B and C relevant. Then, I discuss the other empirical tests of the

predictions of Aghion et al. (2005).

1.2.1 Testing all three predictions

In this subsection, I present the empirical findings of Aghion et al. (2005) and Hashmi

(2005) who test all three predictions introduced in the previous section. The dataset of

Aghion et al. (2005) includes all firms listed on the London Stock Exchange whose name

falls within the alphabetical range “A” to “L”, and in addition all large R&D firms. From

this sample, they remove firms with missing data and firms involved in large mergers and

acquisitions. After eliminating the industries with a low number of firms, they derive an

unbalanced panel of 354 industry-year observations across 17 industries (two-digit SIC

code) over the period from 1973 to 1994. Hashmi (2005) tests all three predictions of

Aghion et al. (2005) using a large US dataset containing 2,481 industry-year observations

spanning 128 industries (four-digit SIC code) over the period 1970 to 1994. In the tests,

he uses a similar methodology as Aghion et al. (2005). He also replicates the tests using

the Aghion el al.’s data, which enables me to provide a direct comparison between some

of the UK and US findings in this subsection.

Prediction A

First of all, I present the tests of the inverted-U relationship between competition and

innovation (Prediction A). As an empirical measure of innovation, Aghion et al. (2005)

uses the average value of citation-weighted patents in the industry taken from the NBER

patent database. The empirical measure of competition is given by

cjt = 1− 1

Njt

∑
i∈j

liit (1.1)
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where Njt is the number of firms in industry j in year t, and liit is the Lerner index of firm i

in year t calculated as operating profits minus depreciation, provisions and an estimated

cost of capital, divided by sales. For calculating competition, they use the complete sample

of stock-market-listed firms in each industry.

The conditional citation-weighted patents are assumed to follow a Poisson regression

pjt = e{g(cjt)+x′
jtβ)},

where g(cjt) is an unknown function of competition, and xjt the complete set of time and

industry dummy variables. Assuming that g(cjt) has an exponential quadratic form, they

find a significant inverted-U relationship between competition and innovation with the

peak near the median of the distribution at 0.95 (see circles in Figure 1.3). The triangles

in Figure 1.3 show that the exponential quadratic function is a reasonable approximation

of the relationship in which the function g(cjt) is estimated with a nonparametric spline.

Source: Aghion et al. 2005, Figure II

Figure 1.3: The inverted-U relationship found in the UK data
The figure shows the exponential quadratic and semiparametric specifications with year and

industry effects. The coefficients of the exponential-quadratic curve are reported in Aghion et al.
(2005, Table I, column 2).

The exponential quadratic model is subject to three additional robustness checks.

First, five-year averages are used to simulate possible innovation lags. The estimated re-

lationship is statistically significant and inverse U-shaped. Second, R&D expenditures are

substituted for citation-weighted patents. Again, the relationship is inverse U-shaped but

the coefficients are not statistically significant because of a smaller sample. Third, the top

four innovating industries are regressed separately and each of the estimated relationships

forms an inverted-U relationship or a part of the relationship. Finally, the problem of endo-

geneity of competition is addressed using three sets of policy instruments: the Thatcher era
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privatizations; the EU Single Market Programme; and the Monopoly and Merger Commis-

sion investigations that were followed by structural or behavioral remedies. The results for

the instrumented exponential quadratic model support both the competition-innovation

causality and the inverted-U relationship.

Recently, the empirical findings of Aghion et al. (2005) related to the inverted-U re-

lationship between competition and innovation have been questioned by Correa (2012).

Correa (2012) tests whether the model is consistent over time. He identifies a structural

break in the early 1980’s which is related to the establishment of the United States Court

of Appeals for the Federal Circuit in 1982. When he takes the structural break into ac-

count, he finds positive relationships between competition and innovation for the periods

1973-1980 and 1973-1982, and inverted-U relationships for the periods 1981-1994 and 1983-

1994. Compared to the regression of the full sample, the significance of the relationships

decreases substantially. However, the null hypothesis that there is no relationship between

competition and innovation (competition and squared competition coefficients are equal

to zero) can be rejected at 5% for the periods 1973-1980 and 1973-1982, but cannot be

rejected for the periods 1981-1994 and 1983-1994.

As in Aghion et al. (2005), Hashmi (2005) measures innovation in terms of citation-

weighted patents and the source of patent data is the NBER patent database. The measure

of competition is slightly different. Approximately 13% of all values of the Lerner index

(li) are negative. Instead of setting all negative li equal to zero like Aghion at al. (2005),

Hashmi (2005) sets only 3% of the lowest Lerner indices equal to zero. The third percentile

of the distribution of li’s is -0.1565, so he adds 0.1565 to all other Lerner indices.

Hashmi (2005) assumes that patents follow the Poisson process. However, he uses the

negative binomial (NB) model instead of the Poisson model, because patents do not satisfy

the Poisson assumption of equal mean and variance. He tests two specifications of the log

of conditional mean of citation-weighted patents in industry j and year t:

Model I: ln yjt = α0 + α1cjt + α2c
2
jt + δz+ εjt, (1.2)

Model II: ln yjt = α0 + (α1 + β1m)cjt + (α2 + β1m)c2jt + δz+ εjt, (1.3)

where cjt is competition, mjt is the technology gap defined in the same way as in Aghion

et al. (2005), and z is the vector of year dummies. Model I is a log-quadratic model

in which competition is independent of the technology gap. In Model II, coefficients cjt
and c2jt vary with the technology gap. Hashmi also controls for possible endogeneity of

competition using one-year lagged values for competition. Both models fit the data well and

generate similar inverted-U relationships between competition and innovation. Figure 1.4

shows the fitted model II that is preferred because of a highly significant likelihood-ratio

test. Furthermore, the inverted-U relationship emerges also if firm-level citation-weighted

patents and R&D expenditures are used as measures of innovation. Hence the US data

presented in Hashmi (2005) provide strong support for Prediction A of Aghion et al.

(2005).



16 CHAPTER 1. SURVEY OF LITERATURE

Source: Hashmi (2005), Figure 1

Figure 1.4: The inverted-U relationship found in US data
The figure shows a scatter plot of citation-weighted patents against competition. Each point

represents an industry-year observation. It includes only the data points that lie between tenth
and ninetieth percentiles of the distribution of citation-weighted patents. The overlaid curve

corresponds to Model II (1.3).

Prediction B

According to Prediction B, a rise in competition increases the expected technology gap.

The empirical measure of the technology gap of industry j and year t in Aghion et al.

(2005) is given by

mjt =
1

Njt

∑
i∈j

(TFPFt − TFPit)

TFPFt
, (1.4)

where Njt is the number of firms in industry j in year t, TFPFt is the total factor pro-

ductivity of the frontier firm, and TFPit represents the total factor productivity of firm

i. The expected technology gap mjt measures the average distance of firms from the tech-

nology frontier. In this sense, industries with a high technology gap mjt are more like the

unleveled industries in Aghion et al.’s model.

Using a linear regression with a full set of year and a full set of year and industry

dummies, Aghion et al. find a significantly positive relationship between competition and

the technology gap (see Aghion et al. 2005, Table III, columns 1 and 2). This result

supports Prediction B of their model.

Hashmi (2005) discusses the relationship between competition and the technology gap

using his US data and the UK data from Aghion et al. (2005). I present the relationships for

both datasets in order to facilitate a direct comparison of the findings. For both datasets,
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Hashmi uses a linear and quadratic OLS regression of competition on the technology gap.

Both models show highly significant relationships between competition and the technology

gap in each of the datasets. However, the linear regression better fits the UK data, while the

quadratic regression better fits the US data (see Figure 1.5). Interestingly, the coefficient

of the linear regression is positive and highly significant in the US and UK data. But the

relationship found in the US data is very flat (the slope is more than 15 times lower than

in the UK data). Hence the US dataset does not support Prediction B of the model of

Aghion et al. (2005).

A: The US data of Hashmi (2005)
Source: Hashmi (2005), Figure 2b

B: The UK data of Aghion et al. (2005)
Source: Hashmi (2005), Figure 2a

Figure 1.5: The relationships between competition and the technology gap
The figure shows scatter plots of the technology gap against competition. Panel A presents the

quadratic OLS regression for the US data of Hashmi (2005) and Panel B the linear OLS
regression for the UK data of Aghion et al. (2005).

Prediction C

According to Prediction C, the peak of the inverted-U relationship is higher and occurs

at a higher level of competition in more leveled industries. In order to test the prediction,

Aghion et al. (2005) estimate the inverted-U relationship for a sub-sample of industries
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with a below-median technology gap. Figure 1.6 presents the inverted-U relationships

for more neck-and-neck industries and for all industries. Consistently with Prediction C,

more neck-and-neck industries show higher innovative activity for all levels of competition.

Hence the peak of the inverted-U relationship is higher. On the other hand, the peak of

the inverted U occurs at a lower rather than a higher level of competition. In this respect,

the evidence does not support Prediction C of the model.

Source: Aghion et al. (2005), Figure III

Figure 1.6: The effect of the technology gap found in the UK data
The figure shows the inverted-U relationship between competition and innovation for industries

with a below median technology gap (for the coefficients, see Aghion et al. 2005, Table III,
column 4) and for all industries (see Aghion et al. 2005, Table I, column 2).

In his test of Prediction C, Hashmi (2005) estimates the inverted-U relationship for

industries with both an above- and below-median technology gap. Figure 1.7 shows that

the peak of the inverted-U relationship in industries with a lower technology gap is higher

and occurs at a lower level of competition. So the result is very similar to the finding of

Aghion et al. (2005) presented in Figure 1.6.
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Source: Hashmi (2005), Figure 5

Figure 1.7: The effect of the technology gap found in the US data
The figure shows the inverted-U relationship between competition and innovation for the US
industries with a below median and above median technology gap (Hashmi 2005, Table 4).

However, this pattern no longer holds if the sample is split into further sub-samples.

Panel 1.8A shows the inverted-U relationships for industries with different quartiles of the

technology-gap distribution. We can see that the inverted Us of industry-groups with high

and low technology gaps (m > q3 and m < q1) are higher and occur at lower levels of

competition than the inverted-U relationships of industries belonging to the second and

third quartile. A similarly confusing pattern emerges if the relationships are estimated for

10% of industries with the lowest technology gap (m < p10), 10% of industries with the

highest technology gap (m > p90), and 10% of industries around the median (p45 < m <

p55) (see Panel 1.8B). Here, the inverted U for the industries with m < p10 has the lowest

peak occurring at the lowest level of competition while the model predicts the opposite.

Hence the evidence presented by Hashmi (2005) does not support Prediction C of Aghion

et al. (2005).
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A
Source: Hashmi (2005), Figure 6

B
Source: Hashmi (2005), Figure 7

Figure 1.8: The inverted-U relationships for sub-samples of the US industries
Panel A shows the relationships between competition and innovation for industries with the

technology gap below the first quartile (m < q1), between the first and second quartile
(q1 < m < q2), between the second and third quartile (q2 < m < q3), and above the third quartile

(m > q3). Panel B shows the relationships between competition and innovation for 10% of
industries with the lowest and highest technology gaps (m < p10 and m > p90), and 10% of

industries around the median (p45 < m < p55). All curves are estimated using models 1.4 or 1.3,
depending on which of the models fitted the data better.
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1.2.2 The remaining empirical tests

In this subsection, I present the remaining studies testing some of the predictions of the

model of Aghion et al. (2005). First, I introduce studies based on US datasets, namely

studies by Prasad (2009), Correa & Ornaghi (2011), and Hashmi (2012). Then I review the

papers using data from outside the US and UK, namely Kilponen & Santavirta (2005),

Tingvall & Poldahl (2006), Tingvall & Karpaty (2008), Askenazy, Cahn & Irac (2008),

Wiel (2010), Polder & Veldhuizen (2012), Berubé, Duhamel & Ershov (2012), and Peroni

& Ferreira (2012).

The studies using US data

Prasad (2009) reexamines the inverted-U relationship between competition and innovation

predicted by Aghion et al. (2005). He uses a large dataset with 5,190 industry-year obser-

vations spanning 275 four-digit SIC industries over the period 1950 to 2006. Instead of the

citation-weighted patents used by Aghion et al. (2005) and Hashmi (2005), Prasad (2009)

measures innovation using R&D expenditures. R&D expenditures are regressed against

four different measures of competition: the price-cost margin (PCM); relative profits dif-

ferences (RPD) introduced by Boone (2008); and two types of the Herfindahl index (HHI-

Sales and HHI-Assets). He carries out OLS regressions with competition, competition

squared, and added controls for firm size, and free cash flow.

First, he runs the regressions for all measures of competition only with year effects and

year and industry effects. He finds a significant inverted-U relationship between the PCM

and R&D expenditures, a highly significant U-shaped relationship between the Herfindahl

indices and R&D expenditures, and no relationship when he uses RPD. Then he inves-

tigates the effect of appropriability on the relationship between competition and R&D

expenditures. For this purpose, he recodes the dataset from the four-digit SIC codes to

the National Science Foundation (NSF) classification. The dataset now contains 1,112

industry-year observations for the PCM and Herfindahl indices and 1,084 observations for

RPD. Using the same OLS regressions with year and industry effects, he finds similarly

shaped relationships as for the dataset using the four-digit SIC codes. Moreover, he sub-

samples the data into four quartiles based on R&D appropriability using the Yale survey

(see Cockburn & Griliches 1988) and runs the same regression for each of the subsam-

ples. The relationship between the PCM and R&D expenditures is significant and inverse

U-shaped only if the appropriability is low (quartiles 1 and 2). The relationship between

Herfindahl indices and R&D expenditures is significant and U-shaped if the appropriability

is very low or very high (quartiles 1 and 4).

Correa & Ornaghi (2011) provide another test of the inverted-U relationship between

competition and innovation. They use the same measure of competition as Aghion et al.

(2005), which they improve by using BLS statistics on the rental prices of capital. They

also use the BLS data to construct a different PCM-based measure of competition cn.

They investigate the relationship for four different measures of innovation: patent counts;

citation-weighted patents; the total-factor-productivity (TFP) growth; and the labor pro-
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ductivity (LP) growth. Like Aghion et al. (2005) and Hashmi (2005), they obtain patent

statistics from the NBER database. They have 2,788 industry-year observations spanning

220 industries (four-digit SIC) over the period 1989 to 2001. The data on productivity is

from BLS statistics. It includes 1,806 industry-year observations that corresponds to 85

manufacturing industries (four-digit NAICS) over the period 1987 to 2008.

Similarly to Hashmi (2005), Correa & Ornaghi (2011) assume that patents or citation-

weighted patents follow a negative binomial distribution with the specification of the log

of the conditional mean of patents or citations given by

lnλjt = β1cjt + β2c
2
jt + x′jtδ + φv̂jt,

where λjt represents the expected number of patents (or citations) in industry j and

year t, cjt is competition, xjt is the complete set time and industry dummy variables, and

v̂jt are the residuals of the control function in which competition is regressed against an

instrument and time and industry dummies (the same implementation as in Aghion et al.

2005). The instruments used are advertising expenditures and lagged import penetration.

The relationship between competition and productivity is estimated using the specification

ΔYjt = α1cnjt + α2cn
2
jt + x′jtτ + ϕϑ̂jt,

where ΔYjt is the TFP or LP growth in industry j and year t, cnjt represents the alternative

measure of competition, and ϑ̂ are the residuals of the control function with lagged import

penetration as a control variable.

They estimate the above equations with and without the control functions. Without

the control function, they find a significant inverted-U relationship between competition

and patent citations and no significant relationship between competition and patents. How-

ever, both relationships turn positive after adding the control functions in the regressions.

Similarly, the relationships between competition and productivity growth were decreas-

ing or inverse U-shaped if the controls for endogeneity were omitted, and mostly positive

with the control functions added. Additional robustness checks used in their analysis also

support an increasing relationship between competition and innovation.

And finally, Hashmi (2012) tests all predictions of the model of Aghion et al. (2005)

using a different dataset than Hashmi (2005). His sample includes 2,756 industry-year ob-

servation in 116 industries (three-digit SIC) over the period 1976 to 2006. As in Hashmi

(2005), the measure of innovation is citation-weighted patents and the measure of com-

petition is 1− Lerner index. For testing the inverted-U relationship between competition

and innovation (Prediction A), he uses a negative binomial model similar to the model

(1.4). He applies instrumental variables to address the issue of endogeneity of competition.

The instrument used is the source-weighted average of industry exchange rates. He finds

a significant negative relationship between competition and innovation. This relationship

is robust to several alternative empirical assumptions including different definitions of

innovation (patent counts and R&D expenditures) and two-digit data.

However, the relationship appears to be sensitive to changes in instruments. In an

earlier version of the paper, Hashmi (2011) uses trade-weighted tariff rates and freight
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rates as instruments and finds a positive relationship between competition and innovation

for the same dataset. In the later version of the paper, Hashmi (2012) argues that these

instruments are problematic because of a likely correlation with innovation. He also claims

that the same applies to import penetration used by Correa & Ornaghi (2011). Hence it

is possible that the relationship between competition and innovation in Correa & Ornaghi

(2011) would remain negative or inverse U-shaped, if they used different instruments.

Even though he does not find an inverted-U relationship between competition and

innovation, Hashmi (2012) also tests Predictions B and C. He estimates the relationship

between competition and the technology gap defined in the same way as in Aghion et al.

(2005). He finds that the technology gap is constant in competition. Furthermore, he uses

a specification similar to the model (1.3) to estimate the effect of the technology gap on

the relationship between competition and innovation. He finds that the relationship for

more neck-and-neck industries is very similar to the relationship for all industries. Clearly,

these findings do not correspond to Predictions B and C of Aghion et al. (2005). However,

it is not clear what should be the shapes of the relationship between competition and the

technology gap and between competition and innovation in more neck-and-neck industries,

if the relationship between competition and innovation for all industries is negative.

Studies using the data from other countries

In this subsection, I present the studies using data from countries other than the US or UK.

Kilponen & Santavirta (2005) study the relationship between competition and innovation

in a sample of Finnish firms that received grants for R&D. They use similar measures of

competition and innovation as Aghion et al. (2005). The main difference is that Kilponen

& Santavirta (2005) regress firm-level data on patents or citation-weighted patents against

competition measured on the industry level (two-digit SIC). Their sample includes 3,247

firm-year observations spanning 1,517 manufacturing companies over the period 1985 to

2001. Following Aghion et al. (2005), they assume that patents and citation-weighted

patents have a Possion distribution. The log of conditional mean of citation-weighted

patents of firm i in year t is given by

ln pit = α+ β1cjt + β2c
2
jt + β3cjtρit + β4c

2
jtρit + β5ρit + x′jtB,

where cjt is competition in industry j and year t, ρit represents relative R&D subsidies

defined as direct industry R&D subsidies per in-house R&D expenditures of firm i, and

xjt is a complete set of time and industry dummy variables. For this specification, they

find a robust inverted-U relationship between competition and patent counts and citation

weighted patents. Interestingly, they also find that a rise in R&D subsidies leads to a flatter

and more increasing relationship between competition and innovation.

Tingvall & Poldahl (2006) test the predictions of the model of Aghion et al. (2005)

using data on Swedish manufacturing firms over the period 1990 to 2000. They measure

the effect of competition on R&D expenditures of firms using the Herfindahl index (HHI)
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and a firm-level PCM. They use the following baseline specification

lnR&Dimt = α0 + αi + αt + β1 lnCompetitionimt + β2 lnwHimt + β3A-gapimt−s+

+β4 ln r
F
mt−s + β5 ln Sizeimt + β6D

private
imt + β7D

foreign
imt + εimt,

where Competitionimt represents the measure of competition of firm i in industry m and

time t, wHimt is the share of skilled workers, A-gapimt−s is the distance to the technological
leader, rFmt−s are technology spillovers, Sizeimt is the relative employment to industry

average, and Dprivate
imt and Dforeign

imt are private and foreign-ownership dummy variables.

They address the endogeneity of price-cost margins using industry import penetration,

capital intensity, the Herfindahl index, total-factor productivity, fixed industry effects and

period dummies as instruments.

Using a PCM-based measure of competition, they find a negative relationship between

competition and R&D expenditures, positive correlation between competition and the

technology gap, and no positive interaction between the technology gap and innovation.

Hence for the PCM-based measure of competition, the data supports only Prediction B

of the model of Aghion et al. (2005). Using the Herfindahl index as a measure of compe-

tition, they find an inverted-U relationship between competition and R&D expenditures,

and a positive correlation between competition and the technology gap. They also report

a steeper inverted-U relationship between competition and R&D expenditures in more

neck-and-neck industries. So for the Herfindahl index, the data supports all predictions

of Aghion et al.’s model. However, the measure of competition based on the Herfindahl

index is not consistent with Aghion et al.’s theoretical measure of competition.

Tingvall & Karpaty (2008) test the inverted-U prediction using the data on Swedish

service-sector firms. They use a similar empirical strategy as Tingvall & Poldahl (2006).

R&D expenditures measure innovation and the Herfindahl index and profit elasticities

measure competition in the industry. Their results support the inverted-U relationship for

both measures of competition, with the exception of non-exporting firms. They also split

R&D expenditures into extramural R&D, intramural R&D, and training of employees.

They find evidence of the inverted-U relationship for intramural R&D expenditures and

for training of employees, but not for extramural R&D expenditures.

Askenazy, Cahn & Irac (2008) estimate the relationship between competition and in-

novation using French data obtained from the Fiben and Centrale des Bilans databases.

Innovation of firm j is given by

nj =
R&D expenditures of firm j

κs
,

where κs is the patent unit cost in industry s given by R&D expenditures divided by the

number of patents in sector s. The dataset includes around 100,000 observations on 15,500

firms over the period 1990 to 2004. The empirical model that explains the innovation of

firm j in year t is given by

njt = λjt(δ1− δ2 ln(κs)+ δ3 ln(WFjt))+λ2
jt(−α1+α2 ln(κs)−α3 ln(WFjt))+ cj + ct+ εjt,
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where λjt represents the lagged firm-level Lerner index, WFjt the work force, κs the patent

unit cost in sector s, and cj and ct are the firm and year dummies. The results show that

there is a clear inverted-U relationship for the largest firms. The curve becomes flatter in

industries with higher patent unit costs at the sectoral level, and for very high patent unit

cost, the inverted-U relationship disappears altogether.

Wiel (2010) studies the relationship between competition and innovation in Dutch

manufacturing and service industries (three or four-digit SIC) over the period 1996 to 2006.

In order to address the problem of endogeneity of competition, he estimates a model that

consists of three equations (labor productivity, innovation, competition) using Generalized

Methods of Moments (GMM) with lagged variables. The innovation equation is given by

IRjt = ϕ1Cjt−1 + ϕ2C
2
jt−1 + ϕ2Wjt−1 + Tt + ψjt,

where IRjt denotes the innovation intensity in industry j and year t measured as total

costs of contracted and intermural R&D divided by the number of employees, Cjt−1 is

competition in year t−1 measured using profit elasticities or the price-cost margin, Wjt−1
is a vector of other determinants of innovation (including the distance to frontier), and

Tt are time dummy variables. He finds no evidence of an inverted-U relationship between

competition and innovation intensity if he omits the control variables Wjt−1. With these

variables included in the regression, there is a significant inverted-U relationship between

profit elasticities and innovation, but no significant relationship between the price-cost

margin and innovation. Furthermore, he finds no evidence of a steeper inverted-U rela-

tionship in more neck-and-neck industries (Prediction C)

Polder & Veldhuizen (2012) test the predictions of the model of Aghion et al. (2005)

using Dutch data. They gather 234 industry-year observations spanning 13 manufacturing

and 21 non-manufacturing industries over the period 1999 to 2006, and approximately

14,000 firm-year observations in the period 1996 to 2006. First, they study the relationship

between competition and innovation at industry level using the equation

ln(R&Djt/V Ajt) = β1COMPjt + β2COMP 2
jt + αj + λt + ejt,

where R&Djt are total R&D expenditures in industry j and year t, V Ajt is the value added,

COMPjt is competition, and αj and λt are industry and year dummy variables. They use

two measures of competition, price-cost margin (PCM) and profit elasticities (PE). They

find a significant inverted-U relationship between PE and innovation, but they do not find

any relationship between PCM and innovation. They address the endogeneity using lagged

competition measures.

Then, they use firm-level data to estimate the equation

ln(R&Dit/V Ait) = β1COMPjt + β2SPREADjt × COMPjt + β3Xit + αi + λt + eit,

where i indexes the firm, SPREADjt is a measure of the distribution of technology within

industry (similar to the technology gap in Aghion et al. 2005), Xit is a vector of firm-level

variables (including the distance of a firm to frontier), and αi is a firm dummy. They
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find a positive parameter β1 and a negative parameter β2 for all measures of competition.

For these parameters, a rise in product market competition increases R&D expenditures

of firms with a low technology gap (SPREAD) and reduces R&D expenditures of firms

with a high technology gap. This finding supports the model of Aghion et al. (2005).

Unfortunately, Polder & Veldhuizen do not test directly for the effect of competition

on technology gap (Prediction B). They also find that a rise in the distance to frontier

of individual firms increases their R&D expenditures, which contradicts Prediction C of

Aghion et al. (2005).

Berubé, Duhamel & Ershov (2012) study the relationship between competition and

innovation using Canadian data. Their dataset consists of an unbalanced panel of 26,947

firm-year observations over the period 2000 to 2005. They explain the R&D expenditures

of firm f in industry i and time t using the following specification of the model:

lnR&Dfit = α1 + α2COMP(f)it + α3DTFit + α4COMP(f)it ×DTFit+

+β lnLfit + γ ln

(
K

LC

)
fit

+ θ

(
S

LR

)
fit

+ δt + δi + ηf + εfit,

where COMP(f)it is competition measured as the industry or firm-level price-cost margin

or profit elasticities, DTFit is the industry distance to frontier measured in a similar

way as the technology gap in Aghion al. (2005), Lfit is labor, (K/LC)fit is the tangible

and intangible capital stock divided by labor cost, (S/LR)fit is the proportion of skilled

workforce in R&D employment, and δt, δi, and ηf represent year, industry and firm-

fixed effects. They have not found appropriate instruments to deal with the endogeneity

of competition. They find a positive and statistically significant relationship between all

measures of competition and R&D expenditures. Unfortunately, they do not investigate

the nonlinear relationship by adding a quadratic term in the regression. They also find that

firms in industries with a higher distance to frontier have lower R&D expenditures (α3).

This finding supports Prediction C of Aghion et al. (2005). And for the firm-level price-cost

margin and profit elasticities, they find negative and statistically significant coefficients

α4. This means that in industries with a high technology gap, a rise in competition has

a less positive effect on R&D expenditures. Moreover, in industries with a high proportion

of laggard firms the overall effect of competition on innovation might be negative.

Finally, Peroni & Ferreira (2012) test the predictions of the model using cross-section

data on Luxembourgish firms from the year 2006. The innovation equation is given by

lnR&Di = β0 + β1COMPj + β2DTFj + β3COMPj ×DTFj + β4 lnLi + βk
∑
k

Di + εi,

where R&Di are R&D expenditures of firm i, COMPj denotes profit elasticities or price-

cost margin in market j, DTFj denotes the distance to frontier (similar to the measure of

the technology gap of Aghion et al. 2005), Li stands for employment, and Di are dummy

variables that group industries into four categories according to their technological inten-

sity. They do not control for endogeneity of competition. They find a negative relationship



1.3. SUMMARY AND DISCUSSION 27

between both measures of competition and R&D expenditures, that turns to a positive

relationship in industries with a low distance to frontier. Adding a quadratic term for

competition, they find both convex and concave relationships between profit elasticities

and innovation depending on the specification of the model. Similarly, the effect of the

distance to frontier on innovation (Prediction C) depends on the specification of the model

and on the measure of competition used.

1.3 Summary and discussion

In this section, I provide a summary and discussion of the empirical and theoretical liter-

ature presented in this chapter. The section consists of two parts. Subsection 1.3.1 sum-

marizes the empirical findings and relates them to the model of Aghion et al. (2005) and

to my explanation introduced in this book. Subsection 1.3.2 discusses two important dif-

ferences between the explanation of Aghion et al. (2005) and my explanation introduced

in the subsequent chapters.

1.3.1 Summary of the empirical literature

In this chapter, I have presented only the studies that test the predictions of the model

of Aghion et al. (2005). Furthermore, I have presented only the studies that measure

competition using the price-cost margin (PCM) and relative profit differences (RPD) or

profit elasticities (PE). The choice of the PCM is natural as Aghion et al. (2005) show that

a PCM-based measure of competition (1−Lerner index) is monotonously increasing in their

theoretical measure of competition. The studies using RPD and PE are included in this

chapter because both measures are robust to changes in theoretical parameterization of

competition. On the other hand, measures of competition based on the number of firms or

industry concentration do not seem to be consistent with the theoretical parameterization

of competition used by Aghion et al. (2005).

These studies provide some evidence in favor of the inverted-U relationship between a

PCM-based measure of competition and innovation (Prediction A). Aghion et al. (2005)

find the inverted-U relationship in the UK data (however, the existence of the inverted-

U relationship in his dataset is questioned by Correa 2012), Hashmi (2005) and Prasad

(2009) in the US data, Askenazy, Cahn & Irac (2008) in the French data, and Kilponen &

Santavirta (2005) in the Finnish data. On the other hand, some authors fail to identify an

inverted-U relationship. Instead, Correa & Ornaghi (2011) find an increasing relationship

using US data, Hashmi (2012) and Tingvall & Poldahl (2006) report a decreasing relation-

ship in the US and Swedish data respectively, and Wiel (2010) and Polder & Veldhuizen

(2012) find no significant relationship between competition and innovation in the Dutch

data. Using PE as a measure of competition, Tingvall & Karpaty (2008) find an inverted-U

relationship in the Swedish service-sector data, and Wiel (2010) and Polder & Veldhuizen

(2012) in the Dutch data. On the other hand, Prasad (2009) does not find any significant

relationship between RPD and innovation in his US dataset.
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Furthermore, the model of Aghion et al. (2005) shows that the inverted-U relationship

between competition and innovation emerges only if there is an increasing relationship be-

tween competition and the technology gap (Prediction B). To my knowledge, only Aghion

et al. (2005) and Hashmi (2005) find an inverted-U relationship and at the same time mea-

sure the relationship between competition and the technology gap (using the dispersion of

total factor productivity). Consistently with Prediction B, Aghion et al. (2005) finds an

increasing relationship between a PCM-based measure of competition and the empirical

measure of the technology gap. On the other hand, Hashmi (2005) finds a flat and concave

relationship between a PCM-based measure of competition and the technology gap. This

finding is not consistent with Prediction B.

Finally, the model of Aghion et al. (2005) predicts that in more neck-and-neck sectors

the inverted-U relationship is higher and peaks at a higher level of competition (Prediction

C). None of the studies supports this prediction fully. Aghion et al. (2005) find a higher

inverted-U relationship with the peak at a lower level of competition. Hashmi (2005)

presents a similar finding as Aghion et al. (2005) when he splits his sample into high

and low-gap industries. However, the prediction does not hold when the sample is divided

into quartiles or deciles. Similarly, Wiel (2010) finds no evidence of a steeper inverted-U

relationship between PE and innovation in more neck-and-neck industries. Furthermore,

Berubé, Duhamel & Ershov (2012) find that firms in more technologically neck-and-neck

industries have higher R&D expenditures, which partially supports Prediction C. However,

Polder & Veldhuizen (2012) find that a rise in the distance to frontier of individual firms

increases their R&D expenditures, which contradicts Prediction C.

Hence the empirical literature testing the model of Aghion et al. (2005) provides mixed

findings. On the one hand, there are several findings of an inverted-U relationship between

competition and innovation. Consistently with the logic of the model of Aghion et al.

(2005), Polder & Veldhuizen (2012), Berubé, Duhamel & Ershov (2012), and Peroni &

Ferreira (2012) find that competition increases or reduces the R&D expenditures of firms

depending on the dispersion of technology in the industry. On the other hand, there is

very little evidence in support of the additional Predictions B and C. While Prediction

C is a consequence of different imitation rates h and the forces behind the inverted-U

relationship, and is therefore not a necessary part of the explanation of the inverted-U

relationship, Prediction B is directly responsible for the inverted-U relationship. Therefore,

the mixed empirical findings concerning Prediction B are problematic for the explanation

of Aghion et al. (2005).

In the following chapters, I present an alternative explanation of the inverted-U rela-

tionship and the related empirical evidence. Most importantly, my explanation is able to

reconcile the inverted-U relationship with different findings on the relationship between

profitability and the technology gap presented by Aghion et al (2005) and Hashmi (2005).

Before introducing the alternative explanation, I discuss two important differences between

my explanation and the explanation of Aghion et al. (2005) in the following subsection.
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1.3.2 Discussion of Aghion et al.’s model

The main predictions of the model of Aghion et al. (2005) arise thanks to specific as-

sumptions about technological progress and product market competition. In their model,

firms engage in step-by-step innovation and the maximum feasible difference between the

technological levels of firms is one step. Consequently, there are three types of firms in

the model. The laggard firm is one step behind. If the laggard firm innovates, it moves

one step ahead and becomes the neck-and-neck firm. Finally, the neck-and-neck firm that

innovates becomes the leader. The duopolists engage in Bertrand competition with a ho-

mogeneous product. The intensity of product market competition is parameterized as the

level of collusion in the market. Competition reduces profits of neck-and-neck firms, but it

has no effect on profits of laggard or leader firms. Consequently, competition reduces the

reward (i.e. the incremental profits from innovation) of laggard firms, and increases the

reward of neck-and-neck firms. Hence the assumptions about technological progress and

competition create the escape-competition and Schumpeterian effects that are responsible

for the predictions of the model.

Thanks to simplifying assumptions, Aghion et al. (2005) are able to solve their model

analytically. However, the main predictions of the model hold also under more general

assumptions. For example, Hashmi (2012) presents a partial-equilibrium version of the

model that also generates similar predictions if the maximum feasible technology difference

is higher than one step. Similarly, the Schumpeterian and escape-competition effects also

operate under different assumptions about product market competition. For example,

Aghion et al. (2001) or Hashmi (2012) present a Bertrand duopoly model with a constant

marginal cost and with the demand function

p(q1, q2) =
1/q1−α1

qα1 + qα2
,

where α ∈ (0, 1〉 measures the degree of substitutability between the products of firms.

The substitutability parameter α can be also used for measuring competition. The higher

the α, the more intense is the competition. For a reasonable range of competition and

reasonable size of the innovation, more competition reduces the reward of laggard firms

and increases the reward of neck-and-neck firms.

On the other hand, several alternative assumptions about product market competition

and technological progress in market structures with a fixed number of firms would create

a situation in which the Schumpeterian effect is either non-existent or weak. For example,

using the Cournot-Nash equilibrium for the same cost and demand specification as Aghion

et al. (2001) and Hashmi (2012), the profit of a duopolist firm i is equal to

πi(c, α) =
1 + (1− α)cα

(1 + cα)2
,

where c = ci/cj is the relative cost of both firms, and α ∈ (0, 1〉 is the parameter of

competition (see Boone 2000, example 2). Like Aghion et al. (2005), I define the size of

innovation as γ > 1. The relative cost of the leader, who is one technological step ahead, is
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c = 1/γ and the relative cost of the laggard is c = γ. If a neck-and-neck firm innovates, its

profit changes by Δπ1 = πi(1/γ, α)− πi(1, α), and the profit of the other firm changes by

Δπ−1 = πi(γ, α)−πi(1, α). The change in profit Δπ1 is the reward of a neck-and-neck firm

from becoming leader, and the value −Δπ−1 is the reward of a laggard firm that becomes

neck-and-neck.

Figure 1.9 shows the changes in profits of neck-and-neck firms which arise from moving

one step ahead or one step behind for different sizes of innovation γ. Panel A presents

situations with modest sizes of innovation of γ = 1.1, 1.2, or 1.3. The panel reveals two

regularities. Moving one technological step ahead or behind is rewarded or penalized by

a similar change in profit. The rewards of laggard and neck-and-neck firms −Δπ−1 and

Δπ1 increase in competition α. Hence the Schumpeterian effect will not arise if the size

of innovation is relatively small. The situation may change slightly for extremely large

innovations. Panel B shows situations in which innovations reduce costs to a half, fourth,

or sixth. Then the size of the negative profit from becoming laggard is limited by the size

of the profit earned by neck-and-neck firms. Hence the reward is clearly higher than the

punishment. Consistently with the Schumpeterian effect, a rise in competition may reduce

the reward of laggard firms if competition and the size of innovation are very high (see

the right end of the dotted line in Panel B). But the general pattern remains similar to

that shown in Panel A. A rise in competition is still likely to increase innovation of both

laggard and neck-and-neck firms.

Figure 1.9: Changes in profit in a Cournot model
The figure shows the effect of the size of innovation γ on changes in the profits of neck-and-neck
firms. The positive values correspond to the change in profit from becoming leader Δπ1. The
negative values correspond to the change in profit from becoming laggard Δπ−1. The absolute

value of Δπ−1 is equal to the reward of a laggard firm that becomes neck-and-neck.

The Schumpeterian effect might also become weaker or nonexistent if we change the

assumptions concerning technological progress. Consider the example of a duopoly with

one laggard and one leader firm. The laggard firm is not able to use the current state-of-
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the-art technology for production (e.g. due to patents), but it is able to use it in research

and develop a superior technology, such that the laggard firm directly becomes leader.

We may follow Aghion et al. (2005) and assume that the maximum technology gap is

one step, which means that the leader does not innovate. Then the reward of the laggard

firm is equal to the difference between the profit of the leader and the laggard. The effect

of competition on the reward depends on the assumptions about market structure. For

example, in Aghion et al. (2005) the reward would be equal to the profit of the leader

and therefore would be constant in competition. In the differentiated Bertrand model

presented by Aghion et al. (2001) or Hashmi (2012), the reward will tend to be increasing

in competition. In the above-presented Cournot model with a differentiated product, the

reward will be most likely increasing in competition. Hence this change in the nature of

technological progress weakens or eliminates the Schumpeterian effect.

In the previous paragraphs, I have shown that the explanation of the inverted-U re-

lationship based on the interplay of the Schumpeterian and escape-competition effects is

not robust to some alternative assumptions. More specifically, I have shown that a differ-

ent type of product market competition or different kind of technological progress may

weaken or eliminate the Schumpeterian effect. In the following chapters, I introduce an

explanation of the inverted-U relationship that works independently of the existence of

the Schumpeterian effect. In this alternative explanation, laggard firms imitate the state-

of-the art technology at the end of each period. This means that firms are technologically

neck-and-neck at the moment decisions about R&D expenditures are made. Hence all in-

dustry members enjoy the same reward from innovation, which is a function constant or

decreasing in profits of firms.1 In this sense, the assumptions of my explanation are com-

plementary to the assumptions used by Aghion et al. (2005). While their model provides

an explanation of the inverted-U relationship only in the presence of the Schumpeterian

effect, my models are able to explain the relationship in the absence of the Schumpete-

rian effect, or even in the absence of the Schumpeterian and escape-competition effects.

I might even argue that my model provides a more general explanation of the inverted

U relationship because the forces responsible for the inverted-U relationship are likely to

operate even if both the Schumpeterian or escape-competition effects are present.

There is another reason why the explanation of the inverted-U relationship between

profitability and innovation presented in this book might be considered as more general

compared to the explanation provided by Aghion et al (2005). Unlike Aghion et al., who

relate innovation to competition, my explanation relates innovation directly to profits of

firms. My explanation does not take into account the link between profits (profitability)

and competition for two reasons:

• By relating profitability to competition, I would make my explanation less general

because competition is only one of the factors that influence profitability of an indus-

try. Industry profitability may be influenced also by demand factors, characteristics

1The result of the model would hold also if all the industry members had the same reward from
innovation and if we allowed differences in technology (for the version of the model with endogenous profit
difference, see Krčál 2010d or Appendix A).
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of the product, government intervention, etc. In my explanation, any determinant

of profits of firms may affect innovation and the distribution of technology in an

industry. Therefore, my explanation is, in a sense, more general than the explana-

tion of Aghion et al. (2005). While their model explains the inverted-U relationship

between innovation and a specific type of competition, I explain the relationship

between innovation and any determinant of profits (including competition).

• The relationship between competition and profits (or profitability) is problematic

per se because a rise in competition may also increase profits (or profitability) if

the technological differences in the industry are sufficiently large (see Boone 2000,

2008 or Krčál 2010b). That is, an explanation of the inverted-U relationship between

competition and innovation might not be able to explain the observed inverted-U

relationship between profitability (or profits) and innovation.

Hence my explanation provides a more general explanation of the inverted-U relationship

between profitability and innovation because it does not assume that competition is the

only determinant of profitability of firms, and also because it does not assume that com-

petition is monotonous in profitability. On the other hand, the models presented in the

subsequent chapters are not able to explain the inverted-U relationship between innovation

and other measures of competition, such as concentration or the number of firms, found

in some studies (for recent studies, see e.g. Carlin, Schaffner & Seabright 2004, Tingvall &

Poldahl 2006). However, it is questionable whether these findings can be explained by the

model of Aghion et al. (2005), as it has a constant number of firms and a rise in the the-

oretical measure of competition leads to a higher expected concentration in the industry

(measured by the HHI).



Chapter 2

The basic model

In this chapter, I introduce a model that explains the inverted-U relationship between

profitability and innovation, and the findings of Aghion et al. (2005) and Hashmi (2005)

related to Prediction B of the model of Aghion et al. (2005).1 The basic model is a highly

stylized model. Its aim is to provide a simple and general explanation of the empirical

evidence. A more specific model is introduced in Chapter 3.

The basic model captures the situation of an industry with a large number of firms

in a discrete-time setting. At the beginning of each period, firms decide on the size of

their R&D expenditures. With a given probability, the R&D process generates innovation

in the same period. Successful innovators are rewarded according to a reward function,

which is increasing in R&D expenditures and is identical for all firms in the industry;

failed innovators receive no reward. At the end of each period, failed innovators imitate

the technology of successful innovators, so that all firms have the same technology at the

beginning of the next period.

The choice of R&D expenditures depends on the profits of individual firms, which

are equal to the sum of the industry-specific profit, firm-specific profit and profit from

R&D activities. The industry-specific profit is determined by factors that are similar for

all firms in the industry, such as the intensity of competition, the institutional structure of

the market, specificities of technology or product, or the regulatory framework. The firm-

specific profit is determined by factors other than technology that are unique to individual

firms or groups of firms within the industry, such as different market conditions in segments

of the market, or ownership of specific resources. Finally, the profit from R&D activities

is positive for successful innovators, and negative for firms that fail to innovate because

they have to pay R&D expenditures and earn no reward from innovation.

A rise in the industry-specific profit is assumed to reduce the reward from innovation of

each firm. The assumption implies a decreasing relationship between the industry-specific

profit and R&D expenditures. Hence firms in low-profit industries would like to choose

relatively high R&D expenditures. If the R&D process generates an innovation, the firms

are able fund their R&D programs. However if the firms fail to innovate in one or several

1See Krčál (2014) for a simplified presentation of the basic model.
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periods in a row, they are likely to have difficulties covering the costs of R&D through their

profits. So they might want to maintain the size of their R&D expenditures in proportion

to their profits. In this model, I assume that firms adjust their R&D expenditures so that

they earn a non-negative profit even if the innovation fails. Thus a rise in the industry-

specific profit might lead to higher R&D expenditures on the part of less profitable firms.

Consequently, a rise in the industry-specific profit might increase the R&D expen-

ditures of firms in low-profit industries, and reduce the R&D expenditures of firms in

high-profit industries, forming an inverted-V relationship. Furthermore, the relationships

of individual firms might differ because of differences in profits due to firm-specific factors.

If the differences are low, the relationships between the industry-specific profit and average

R&D expenditures in the industry (called the R&D function) and between the industry-

specific profit and the technology gap (called the technology-gap function) are likely to

be inverse V-shaped, an outcome which resembles the findings of Hashmi (2005). On the

other hand, the R&D function might be inverse V- or U-shaped and the technology-gap

function decreasing, if the differences in profits are relatively high. This result corresponds

to the empirical findings of Aghion et al. (2005).

The rest of this chapter has the following structure. Section 2.1 introduces the ba-

sic model. Section 2.2 relates the profits of firms to average R&D expenditures and the

technology gap in the industry and presents the conditions for which the predictions of

the model are similar to the empirical findings. Finally, Section 2.3 summarizes the main

results of the model. Furthermore, Appendix B.1 presents an implementation of the ba-

sic model in Netlogo 5.0.1. The Netlogo implementation of the model is also used for

generating the graphs presented in this chapter.

2.1 Structure of the model

In this subsection, I introduce the basic model of innovation. In the model, firms choose

R&D expenditures to maximize their expected profits subject to the R&D-expenditure

constraint. I introduce the model in the following order. First, I explain what are the

determinants of firms’ profits. Then I discuss the relationships between profits and the

return to R&D expenditures, and introduce the R&D-expenditure constraint. Finally,

I provide a summary of the basic model.

Profits

The time in the model is discrete. Suppose an industry with a continuum of firms. The

profit of each firm is determined by industry- and firm-specific factors2. The firm-specific

factors are further divided into technology and other firm-specific factors.

2There is a large literature that studies the effect of industry- and firm-specific factors on the per-
formance of firms. See e.g. Rumelt (1991), McGahan & Porter (1997), Mauri & Michaels (1998), Brush,
Bromiley & Hendrickx (1999), McGahan & Porter (2002), Maruyama & Odagiri (2002), Hawawini, Sub-
ramanian & Verdin (2003), Yurtoglu (2004), and Bou & Satorra (2007). These studies find that both
industry- and firm-specific factors are important determinants of the profitability of firms.
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Industry-specific factors are those that determine the profits of all firms in an industry

in a similar way. They include factors that affect the intensity of competition in the

industry, such as the substitutability of products, entry barriers, or the possibility of tacit

or explicit collusion. They may include specificities of the products or their distribution,

such as the level of customization of the products, or the possibility of using bundling or

after-sales services for generating profits. They also include government intervention in the

industry, such as a regulatory framework or government subsidies. In the model, industry-

specific factors determine the industry-specific profit b ∈ 〈b, b̄〉, where b is the minimum

industry-specific profit and b̄ > 0 is the maximum industry-specific profit. For simplicity, I

assume that the minimum industry-specific profit is 0. The range of the industry-specific

profit is therefore b ∈ 〈0, b̄〉. In the subsequent sections, I will investigate the effect of the

industry-specific profit on properties of the model. Hence the industry-specific profit b is

a variable in this model.

Technology includes all feasible combinations of inputs and outputs. It can be improved

by means of innovations created in the R&D process. In this model, the R&D process is

structured in the following way. At the beginning of each period, firm i chooses the size of

R&D expenditures ci ≥ 0. The R&D process generates an innovation with the probability

of success p ∈ (0, 1), or it fails to generate an innovation with the probability 1 − p.

If the R&D process fails to generate an innovation, the profit of firm i changes by R&D

expenditures −ci. If it generates an innovation, the profit of firm i changes by the difference

between the reward from innovation and R&D expenditures r(b)cρi − ci, where r(b) ≥ 1 is

the reward function, and ρ ∈ (0, 1) is the scale parameter. Furthermore, I assume that all

innovations are imitated by all other firms in the industry at the end of each period. Thus

all firms have the same technology at the beginning of each period when decisions about

R&D expenditures for the following period are made.

Other firm-specific factors are all factors other than technology that influence the

profits of individual firms in the industry in different ways. There are two important

concepts that explain the intra-industry differences in profits.

• The concept of strategic groups – Strategic groups are groups of firms within an

industry that share to varying degrees several structural characteristics such as the

width of their product line, the degree of vertical integration or diversification, ad-

vertising and branding, or the geographical size of the market in which they operate.

Differences in these structural characteristics may lead to differences in the profits of

firms across groups. Firm-specific rents can be sustained in the long run because they

may be protected from the competition of rival firms by so-called barriers to mobil-

ity, which may arise exactly because of differences in the structural characteristics

of firms. (Caves & Porter 1977) The idea of strategic groups is especially important

in the context of studies that define industries using classification systems (e.g. SIC

or NAICS). These industries, especially if defined relatively broadly as in Aghion

et al. (2005), are not homogeneous, but rather consist of several other industries or

markets. Competitive or other conditions might differ in each of the sub-industries
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or sub-markets. This provides another reason why the long-run profits of firms in a

broadly defined industry might differ.

• The resource-based view of the firm – The resources are defined as “those (tangible

and intangible) assets which are tied semipermanently to the firm... Examples of

resources are: brand names, in-house knowledge of technology, employment of skilled

personnel, trade contacts, machinery, efficient procedures, capital, etc.” (Wernerfelt

1984, p. 172) According to the resource-based view of the firm, firms differ in their

capacities to accumulate and use resources. This may lead to differences in the profits

of firms, which can be sustained in the long run thanks to resource-position barriers.

These arise if the resources are “scarce, difficult to copy or substitute, and difficult

to trade in factor markets.” (Hawawini, Subramanian & Verdin 2003, p. 3)

In reality, each firm is likely to have a different firm-specific profit. For the sake of simplicity,

I assume that there are only two types of firms in the industry: firms X and firms Y . The

ratio of the number of firms X to all firms in the industry is q ∈ (0, 1). The difference

between the profits of firms X and Y due to other firm-specific factors is called the firm-

specific profit f ≥ 0. Specifically, other firm-specific factors increase the profits of all firms

X by the entire firm-specific profit f while leaving the profits of firms Y unchanged.

The profits of firms are determined by industry-specific factors, technology and other

firm-specific factors. The profit of firm i in any period depends not only on the size of the

industry-specific profit, parameters of innovation, or on the size of the firm-specific profit,

but also on whether firm i has been successful in its R&D activity in the given period,

and whether it is a firm of type X or Y . The profit of firm i that fails to innovate is

πiF (b, ci) =

{
b+ f − ci if firm i is X,

b− ci if firm i is Y ,
(2.1)

where b ∈ 〈0, b̄〉 represents the industry-specific profit, f ≥ 0 is the firm-specific profit,

and ci ≥ 0 is the R&D expenditure. The profit of firm i that successfully innovates is

πiS(b, ci) =

{
b+ f + r(b)cρi − ci if firm i is X,

b+ r(b)cρi − ci if firm i is Y ,
(2.2)

where r(b) ≥ 1 is the reward function.

Decreasing return to R&D expenditures

I assume that the reward function r(b) decreases in the industry-specific profit b. There

are several justifications for this assumption:

• Suppose an industry with a constant number of firms, in which prices increase due

to changes in the intensity of competition, the specificities of products, the specifici-

ties of the distribution process, or the form and extent of government intervention.

Suppose that higher prices lead to higher profits for each firm and lower quantities
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of goods and services supplied to market by each firm. Now suppose that innovation

does not substantially affect the total quantity supplied by each firm, but increases

the profit margins of successful innovators by a specific amount. Then the return to

R&D expenditures is likely to be increasing in the quantity supplied. Hence firms

with higher industry-specific profits b, and lower quantity supplied, are likely to have

lower returns to R&D expenditures (for a similar argument, see Arrow 1962).

Figure 2.1 presents a specific example in which this argument applies. Let’s suppose

two firms in Bertrand competition with a homogeneous product facing a decreasing

demand function D(p). Suppose that firms collude on a price p1 < pM , where pM

is the monopoly price. Each of them sells half of the market quantity q1/2 and

each has a constant marginal cost c < p1. Now suppose that an innovation reduces

the marginal cost by Δc. If both firms innovate, their prices remain at the collusive

level p1 and their profits increase by Δcq1/2. If one firm innovates and the other does

not, the innovator can either sustain collusion or compete with the other firm and

sell competitive quantity qC at the competitive price pC = c. Suppose the collusive

price p1 is high enough so that (p1 − c + Δc)q1/2 > ΔcqC , which means that it is

more profitable for the innovator to sustain the collusive price. Then the profit of the

innovator increases by Δcq1/2, too. Suppose now that the firms are able to collude on

a price p2 > p1 such that p2 ≤ pM , and each of them sells quantity q2/2 < q1/2 and

earns profit (p2− c)q2/2 > (p1− c)q1/2. Then the incremental profit from innovation

(reward) is Δcq2/2 < Δcq1/2. Hence firms with higher profits have lower returns to

R&D expenditures.

p

q

c

D(p)

p1

p2

q2 q1

Δcq1/2

Δcq2/2

Figure 2.1: An example of decreasing return to R&D expenditures
The figure shows the effect of an increase in price on the reward in Bertrand competition with
two firms. If the collusive price increases from p1 to p2, the quantity sold by each firm decreases
from q1/2 to q2/2. Assuming that the innovation reduces the marginal cost by Δc, the reward

falls from Δcq1/2 to Δcq2/2.
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• Suppose an industry serving several markets each with a decreasing demand func-

tion (for example the pharmaceutical industry serves several markets for different

types of drugs). Now suppose that innovation provides the successful innovator with

a monopoly in one of the markets. Then the return to R&D expenditures is equal to

the difference between the monopoly profit and the profit the innovator had earned

before the innovation was implemented. If the industry-specific profit b is low, the

incremental profit due to a monopolistic position in the market is high. On the other

hand, if the firm earns high industry-specific profit b under competition, the reward

is low. Hence the return to R&D expenditures is likely to be decreasing in industry-

specific profit b in this situation (see Fellner 1951, Arrow 1962 and Aghion et al.

2005 for models with a similar effect).

• Suppose an industry with firms at the same technological level. The interaction in

the market becomes less aggressive. A reduction in the aggressiveness of interaction

can be modeled for example as a reduction in the elasticity of substitution between

the goods, an increase in transport costs in the Hotelling model, or as a switch from

Bertrand to Cournot (see Boone 2000 and 2008). Then firms earn higher profits but

their rewards tend to be lower. This effect arises mainly because a reduction in the

aggressiveness of interaction leads to a lower reallocation of market shares from less

to more efficient firms. Hence a higher firm-specific profit b due to a less aggressive

interaction may be related to a lower return to R&D expenditures.

In this model, the reward function is given by

r(b) =
1

p

(
1 +R− σ

b

b̄

)
, (2.3)

where p ∈ (0, 1) represents the probability of success, b is the industry-specific profit, b̄ is

the maximum industry specific profit, the slope parameter σ > 0 determines the effect of

the industry-specific profit b on the reward from innovation, and the opportunity parameter

R ≥ σ > 0 determines the attractiveness of innovation (the assumption R ≥ σ is equivalent

to the assumption that r ≥ 1).

The specific form of the reward function in (2.3) has two advantages: First, the reward

function r(b) varies with the probability of success p so that changes in p do not affect

the return to R&D expenditures. This way, it is possible to isolate the effect of different

probabilities of success from the changes in the attractiveness of innovation measured

by the opportunity parameter R. Second, the opportunity parameter R has an intuitive

interpretation. It is equal to the return to the first unit of R&D expenditures (ci = 1) in

an industry with the lowest industry-specific profit (b = 0).

The R&D-expenditure constraint

And finally, I assume that firm i chooses R&D expenditures ci so that it is not in loss even

if the innovation fails. It follows from (2.1) that
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ci ≤ b+ f for firms X, (2.4)

ci ≤ b for firms Y . (2.5)

There are several ways to justify this assumption:

• Firms might face credit constraints. If firms are not able to obtain credit, they must

be able to finance their R&D activities from their current profits even if they fail

to innovate. This assumption may also be justified if firms are able to obtain credit

because, in that case, the banks might be reluctant to provide firms with credit

that could not be fully repaid in the event that the R&D activity failed. Moreover,

in a slightly modified model the main results would hold even if the maximum

R&D expenditure was equal to the expected profit of the firm. This size of R&D

expenditures is clearly the maximum sustainable size of the R&D budget of the firm.

• Firms might be infinitely risk averse, which means that they choose their R&D

expenditures so that their profits in the worst possible outcome are non-negative

(this version of infinite risk aversion is used for example by Rey & Tirole 1986). The

predictions of the model are likely to be similar even if the risk aversion of firms was

not infinite but if it was very high for low profits and decreasing in the profits of

firms, because the shape of the utility function would resemble the prospect-theory

value function (see Chapter 3).

• Firms might be infinitely risk averse, which means that they choose their R&D

expenditures so that their profits in the worst possible outcome are non-negative

(this version of infinite risk aversion is used for example by Rey & Tirole 1986). The

predictions of the model are likely to be similar even if the risk aversion of firms was

not infinite but if it was very high for low profits and decreasing in the profits of

firms, because the shape of the utility function would resemble the prospect-theory

value function (see Chapter 3).

• Managers of firms might be infinitely risk averse. If their compensation is linked to

the performance of their firms (e.g. they earn a percentage of their profits), man-

agers of low-profit firms would avoid high R&D expenditures. The model might also

provide similar predictions if the risk aversion of managers was high for low compen-

sation and decreasing in the size of managerial compensation, or if managers had

prospect-theory preferences (see the prospect-theory model in Chapter 3).

Summary of the model

In the basic model, each firm chooses R&D expenditures that maximize its expected profit

subject to the R&D-expenditure constraints (2.4) or (2.5). Firm i faces the following

optimization problem:

max
ci

p(b+ f + r(b)cρi − ci) + (1− p)(b+ f − ci) s.t. ci ≤ b+ f if firm i is X, (2.6)
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max
ci

p(b+ r(b)cρi − ci) + (1− p)(b− ci) s.t. ci ≤ b if firm i is Y , (2.7)

where ci ≥ 0 represents the R&D expenditure, p ∈ (0, 1) is the probability of success,

b ∈ (0, b̄) is the industry-specific profit, f ≥ 0 is the firm-specific profit, ρ ∈ (0, 1) is the

scale parameter, and r(b) is the reward function

r(b) =
1

p

(
1 +R− σ

b

b̄

)
,

where σ > 0 is the slope parameter, and R ≥ σ > 0 is the opportunity parameter.

2.2 Predictions of the model

In this section, I show that for some combinations of parameters the model is able to

explain the empirical findings of Aghion et al. (2005) and Hashmi (2005) related to Pre-

dictions A and B of Aghion et al. (2005). The section has the following structure. In

Subsection 2.2.1, I find the optimal R&D expenditures of firms X and Y . In Subsec-

tion 2.2.2, I discuss the relationship between the industry-specific profit and average R&D

expenditures in the industry. In Subsection 2.2.3, I examine the relationship between the

industry-specific profit and the technology gap in the industry. Finally in Subsection 2.2.4,

I shortly discuss the empirical relevance of predictions of the basic model.

2.2.1 Solving the model

Using Kuhn-Tucker conditions for solving the constrained maximization problems (2.6)

and (2.7), I obtain the optimal R&D expenditures of firms X and Y

cXi (b) = min{b+ f, c∗i (b)} (2.8)

and

cYi (b) = min{b, c∗i (b)} (2.9)

where

c∗i (b) =
(
ρ+ ρR− ρσ

b

b̄

) 1
1−ρ

. (2.10)

In the following paragraphs, I discuss the conditions under which the functions cYi (b)

and cXi (b) are inverse V-shaped. The function cYi (b) is inverse V-shaped if it peaks at

b > 0, that is if c∗i (0) > 0, and at the same time if it peaks at b < b̄, that is if c∗i (b̄) < b̄.

Hence the function cYi (b) is inverse V-shaped if

c∗i (b̄)− b̄ < 0 < c∗i (0), or

(ρ+ ρR− ρσ)
1

1−ρ − b̄ < 0 < (ρ+ ρR)
1

1−ρ .

Since R ≥ σ > 0 and ρ ∈ (0, 1), the right-hand side of the inequality is always higher than

zero. Hence cYi (b) is inverse V-shaped if

(ρ+ ρR− ρσ)
1

1−ρ − b̄ < 0. (2.11)
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The function cXi (b) is inverse V-shaped if

c∗i (b̄)− (b̄+ f) < 0 < c∗i (0)− f, or

(ρ+ ρR− ρσ)
1

1−ρ − (b̄+ f) < 0 < (ρ+ ρR)
1

1−ρ − f. (2.12)

It follows from condition (2.11) that the function cYi (b) is inverse V-shaped if the

opportunity parameter R is relatively low, that is if R < b̄1−ρ/ρ+ σ − 1. Furthermore,

given condition (2.11) holds, the left-hand side of condition (2.12) also holds because the

firm-specific profit f ≥ 0. It means that if the function cYi (b) is inverse V-shaped, the

function cXi (b) is either inverse V-shaped or decreasing in the industry-specific profit b.

2.2.2 R&D expenditures

This subsection discusses the shape of the relationship between the industry-specific profit

and average R&D expenditures in the industry. The R&D function is given by

c(b) = qcXi (b) + (1− q)cYi (b), (2.13)

where q is the proportion of firms X in the industry. Let b∗ denote the industry-specific

profit that corresponds to the maximum of the R&D function c(b). If 0 < b∗ < b̄, the

maximum of the R&D function lies within the range of industry-specific profit b ∈ 〈0, b̄〉.
Hence the R&D function c(b) is likely to be inverse U- or V-shaped.

I assume that condition (2.11) holds which means the function cYi (b) is inverse V-

shaped, and the function cXi (b) is either inverse V-shaped or decreasing in the industry-

specific profit b. If the firms-specific profit is relatively low, so that

f < (ρ+ ρR)
1

1−ρ ,

the R&D-expenditure function of firms X cXi (b) is inverse V-shaped (see (2.12)). Then the

maximum of the R&D function c(b) is at 0 < b∗ < b̄. The shape of the function depends

on the firm-specific profit f :

• If f = 0, the R&D function c(b) has the same inverted-V shape as the R&D-

expenditure functions of firms X and firms Y . See Panel 2.2A for an example of

an inverse V-shaped c(b).

• If 0 < f < (ρ+ρR)
1

1−ρ , the shapes of cXi (b) and cYi (b) are different. Because the R&D

function c(b) is a weighted average of cXi (b) and cYi (b), the maximum of the R&D

function c(b) is at 0 < b∗ < b̄. See Panel 2.2B for an example of the corresponding

(inverted-U) R&D function c(b).

If the firms-specific profit is relatively high, so that

f ≥ (ρ+ ρR)
1

1−ρ ,

the R&D-expenditure function of firms X cXi (b) is decreasing in b. Then the shape of the

R&D function c(b) depends on the slope of cYi (b):
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• In the higher part of the industry-specific-profit range where cYi (b) = c∗i (b), the part

of the R&D function c̄(b) is clearly decreasing.

• In the lower part of the industry-specific-profit range where cYi (b) = b, the slope of

the part of the R&D function c(b) is given by

∂c(b)

∂b
= − qρσ

b̄(1− ρ)

(
ρ+ ρR− ρσ

b

b̄

) ρ
1−ρ

+ (1− q). (2.14)

The function c(b) is convex because

∂2c(b)

∂b2
=

qρ3σ2

b̄2(1− ρ)2

(
ρ+ ρR− ρσ

b

b̄

) 2ρ−1
1−ρ

> 0.

Thus the function c(b) is increasing in b, if the slope of c(b) is positive for b = 0.

Substituting b = 0 into (2.14) and solving for R, I find that c(b) is increasing if

R <

(
b̄(1− ρ)(1− q)

qρ
1

1−ρσ

) 1−ρ
ρ

− 1. (2.15)

Because the part of the R&D function c̄(b) is always decreasing, the entire R&D func-

tion c(b) is inverse V-shaped if c(b) is increasing, that is if

R <

(
b̄(1− ρ)(1− q)

qρ
1

1−ρσ

) 1−ρ
ρ

− 1.

For an example of this outcome, see Panel 2.2C. For an example of the outcome where

condition (2.15) does not hold, see Panel 2.2D.

2.2.3 The technology gap

In this subsection, I discuss the shape of the relationship between the industry-specific

profit and the technology gap. The measure of the technology gap used in Aghion et al.

(2005) and Hashmi (2005) is the industry average of firm-level technology gaps, where the

technology gap of firm i is given by

TFPL − TFPi

TFPL
, (2.16)

where TFPL is total factor productivity of the technology leader, and TFPi is total factor

productivity of firm i. TFP is usually calculated as value added divided by a weighted

average of input units used in production.

In the context of my model, firm i may have relatively high total factor productivity

compared to other firms for two reasons:

• Firm i has better technology which means that it has a higher revenue or lower costs

than other firms. The measure of the size of technology is the reward r(b)cρi .
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Figure 2.2: Examples of the R&D-expenditure functions
The figure shows examples of R&D-expenditure functions of firms X and Y cXi (b) and cYi (b) and
of the R&D functions c(b). The parameters common to all panels are R = 0.28, ρ = 0.95, p = 0.5,

σ = 0.1, and b̄ = 100.

• If firm i has a higher profit due to other firm-specific factors, it might mean that its

structural characteristics or resources enable it to have higher revenue using similar

quantities of inputs. If firm i has a positive firm-specific profit f , it is likely to have

higher TFP than firms with no firm-specific profit.

Consequently, I define the technology gap as an average difference between profits of

leaders and other firms in the industry due to technology or other firm-specific factors.

The technology gap is determined by the distribution of technology after the innovation.

There are four groups of firms with different technology gaps after the innovation in a given

period:

• Successful innovators X with the technology gap GX
S = 0.

• Failed innovators X with the technology gap GX
F (b) = r(b)cXi (b)ρ.
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• Successful innovators Y with the technology gap GY
S (b) = f+r(b)cXi (b)ρ−r(b)cYi (b)ρ.

• Failed innovators Y with the technology gap GY
F (b) = f + r(b)cXi (b)ρ.

Weighting the differences in profits by the share of different groups of firms in the industry,

we get the technology-gap function

G(b) = qpGX
S + q(1− p)GX

F (b) + (1− q)pGY
S (b) + (1− q)(1− p)GY

F (b). (2.17)

Let bG∗ denote the industry-specific profit that corresponds to the maximum of the

technology-gap function G(b). If 0 < bG∗ < b̄, the maximum of the technology-gap function

lies within the range of industry-specific profit b ∈ 〈0, b̄〉. Hence the technology-gap func-

tion G(b) is likely to be either inverse V- or U-shaped. On the other hand if bG∗ = 0, the

maximum lies at the lowest possible industry-specific profit b = 0, and the technology-gap

function is likely to be decreasing in b.

In this subsection, I discuss the shape of the technology-gap function if the condi-

tion (2.11) holds, which implies that cYi (b) is inverse V-shaped and cXi (b) is decreasing or

inverse V-shaped. If the firm-specific profit is relatively high so that

f ≥ (ρ+ ρR)
1

1−ρ ,

the function cXi (b) is decreasing in the industry-specific profit b. Then the technology-gap

function G(b) is decreasing in b because the technology-gaps of failed innovators X and

Y GX
F (b) and GY

F (b) and of successful innovators Y GY
S (b) are decreasing in the industry-

specific profit b. The technology-gaps GX
F (b) = r(b)cXi (b)ρ and GY

F (b) = f + r(b)cXi (b)ρ

are decreasing because both r(b) and cXi (b) are decreasing in the industry-specific profit b.

GY
S (b) = f + r(b)

(
cXi (b)ρ − cYi (b)

ρ
)
is decreasing in b because r(b) is decreasing in b and

cXi (b)ρ − cYi (b)
ρ =

{
c∗i (b)

ρ − bρ if b ≤ c∗i (b)
0 if b ≥ c∗i (b)

(2.18)

is either decreasing in b or zero.

If the firm-specific profit is relatively low so that

f < (ρ+ ρR)
1

1−ρ ,

the function cXi (b) is inverse V-shaped. Then the shape of the technology-gap function

depends on the slope of cXi (b):

• In the higher part of the range of industry-specific profit where cXi (b) = c∗i (b) (the

function c∗i (b) is decreasing in b), the technology-gap function Ḡ(b) is always decreas-

ing in b for the reasons explained in the previous paragraph.

• In the lower part of the industry-specific-profit range where cXi (b) = b + f , the

shape of the part of the technology-gap function G(b) depends on the size of the

firm-specific profit f :
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If f = 0, the function G(b) is increasing at low industry-specific profit b because the

technology gap is zero for b = 0 and positive for b > 0.

If 0 < f < (ρ + ρR)
1

1−ρ , the function G(b) may be both increasing or decreasing

because

∂G(b)

∂b
=

(
1/p−q

)(ρ(1 +R− σb/b̄)

(b+ f)1−ρ
−σ(b+ f)ρ

b̄

)
−
(
1−q

)(ρ(1 +R− σb/b̄)

b1−ρ
−σbρ

b̄

)

may be positive or negative.

What we know is that the slope of G(b) is decreasing in the firm-specific profit f

because

∂2G(b)

∂b∂f
=

(
1/p− q

)(
− ρ(1− ρ)(1 +R− σb/b̄)

(b+ f)2−ρ
− ρσ

b̄(b+ f)1−ρ

)
< 0,

and increasing in the share of firms X q because

∂2G(b)

∂b∂q
= −

(
ρ(1 +R− σb/b̄)

(b+ f)1−ρ
− σ(b+ f)ρ

b̄

)
+

(
ρ(1 +R− σb/b̄)

b1−ρ
− σbρ

b̄

)
> 0.

To summarize, if condition (2.11) holds (cYi (b) is inverse V-shaped), the shape of the

entire technology-gap function G(b) depends primarily on the firm-specific profit f :

• If f = 0, then 0 < b∗ < b̄ and the technology-gap function is either inverse V- or

U-shaped because Ḡ(b) is decreasing in the industry-specific profit b and G(b) is

increasing at low b.

• If 0 < f < (ρ+ ρR)
1

1−ρ , then bG∗ < b̄ which means that the technology-gap function

is likely to be either decreasing or inverse U- or V-shaped. Moreover, the slope of the

part of the technology-gap function G(b) in this situation decreases with increasing

firm-specific profit f and decreasing share of firms X in the industry q. It means

that the entire technology-gap function G(b) is more likely to have the maximum at

b = 0 if f is high and q is low.

• If f ≥ (ρ+ ρR)
1

1−ρ , the technology-gap function G(b) is always decreasing in b.

Figure 2.3 shows examples of the R&D functions c(b) and the technology-gap functions

G(b) for different levels of the firm-specific profit f and the share of firms X in the

industry q. If f is low, the R&D function c(b) and the technology-gap function G(b) are

inverse V-shaped. The higher the f and the lower the q, the more decreasing is the part

of the technology-gap function G(b) corresponding to the low industry-specific profits b.

However, for the combination of parameters used in Figure 2.3 the effect of f and q on

the shape of the increasing part of G(b) is relatively small.
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2.2.4 Empirical relevance of the results

This section discusses whether the basic model generates predictions that correspond to

the empirical findings of Aghion et al. (2005) and Hashmi (2005). However, this section

discusses only predictions generated for the set of parameters used in Figure 2.3. Ro-

bustness of predictions to different values of parameters is examined in Section 4.1. The

structure of this section is straightforward. First, I interpret the values of the parameters

used in Figure 2.3 and whenever possible, I present empirical support for the values. Then

I discuss to what extent the results presented in Figure 2.3 correspond to the empirical

findings of Aghion et al. (2005) and Hashmi (2005).

In Figure 2.3, I use the following values of parameters:

• the industry-specific-profit range is b ∈ (0, 100),

Figure 2.3: Examples of the R&D and technology-gap functions
The figure shows examples of the R&D functions c(b) and technology-gap function G(b) for
different values of the firm-specific profit f and the share of firms X in the industry q. The
parameters common to all panels are R = 0.28, ρ = 0.95, p = 0.5, σ = 0.1, and b̄ = 100.
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• the opportunity parameter R = 0.28,

• the scale parameter ρ = 0.95,

• the slope parameter σ = 0.1,

• the probability of success p = 0.5,

• the firm-specific profits x = 0, 25, and 50,

• the share of firms X q = 0.2, 0.5, and 0.8.

The industry-specific profit ranges from 0 to $100 million. In reality, the range of

the industry-specific profit can be derived from the sales of firms and from the realistic

profitability range. For simplicity, I assume that all firms in the industry have the same

sales which are equal to $750 million. $750 million (£500 million) is the approximate

median sales of the firms in the dataset used by Conyon & Murphy (2000) in their study

of managerial compensation. Their sample consists of the 510 largest UK firms in 1997

ranked by market capitalisation and 1,666 US firms including the firms from the S&P

500, the S&P MidCap 400, the S&P SmallCap 600 and companies in S&P supplemental

indices. I set the sales of firms according to the data used by Conyon & Murphy (2000)

because their study uses a similar sample of firms as Aghion et al. (2005) (311 firms

listed on the London Stock Exchange) and Hashmi (2005) (645 manufacturing firms from

S&P Compustat database), and because their study will provide us with the data on

CEO compensation that will be used in the subsequent chapter. The realistic range of

profitability can be determined directly using the data of Aghion et al. (2005) and Hashmi

(2005). These authors measure profitability using the average Lerner index in the industry

that is calculated as

LI =
1

Njt

∑
i∈j

liit,

where Njt is the number of firms in industry j in year t, and liit is the Lerner index

of firm i in year t calculated as operating profits minus depreciation, provisions, and an

estimated cost of capital divided by sales. The average Lerner index in Aghion et al. (2005)

ranges approximately from 0 to 0.12 and in Hashmi (2005) approximately from −0.10 to

0.20. In the basic model, I calculate profitability as the average profit of a firm in the

industry divided by sales. Apart from the industry-specific profit, the most important

determinant of profitability in Figure 2.3 is the firm-specific profit f and the share of firms

X in the industry q. Assuming that all firms in the industry have sales of approximately

$750 million, the industry-specific profit ranges from 0 to $100 million, profitability in

Figure 2.3 ranges approx. from 0 to 0.135 if f = 0 and approx. from 0.035 to 0.17 if

q = 0.5 and f = 50. For the realistic sales of approximately $750 million, the range of

profits earned by firms in Figure 2.3 seems realistic.

The average sales of firms in the industry determine also the realistic size of R&D

expenditures. The R&D/sales ratio of top 100 R&D spenders in 1991 in all industry
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composite is 1.69% in the UK and 3.8% in the US.3 Hence R&D expenditures of an

average firm with sales of $750 million in 1991 would be $12.7 million in the UK and

$28.5 in the US. Since the R&D/sales ratio tends to increase over time, the realistic size

of R&D expenditures in the UK and in the US from the 1970s to the 1990s is below $25

to $30 millions. The size of R&D expenditures presented in Panels 2.3A and C is therefore

roughly realistic.

The opportunity parameter is R = 0.28. It means that the return to R&D expenditures

of a size ci = 1 and for the industry-specific profit b = 0 is 28%. For c > 1 and b > 0, the

return to innovation is lower because of decreasing returns to scale in innovation (ρ < 1),

and because the reward function r(b) is decreasing in the industry-specific profit b (σ > 0).

If R&D expenditures of firm i equal to

c∗i (b) =
(
ρ+ ρR− ρσ

b

b̄

) 1
1−ρ

,

the return to R&D expenditures is determined only by the scale parameter. In Figure 2.3,

the scale parameter is ρ = 0.95. The return to R&D expenditures is then

pr(b)c∗i (b)
ρ − c∗i (b)

c∗i (b)
=

1

ρ
− 1 = 1/0.95− 1 ≈ 5.3%.

For R&D expenditures between 1 < ci < c∗i (b), the return to R&D expenditures ranges

from 5.3% to 28%. It is reasonable to assume that R&D expenditures include also the

costs of financing (or the opportunity cost of using own funds). Then the returns to R&D

expenditures are above the alternative rate of return, so that it is rational for firms to

invest in R&D. But at the same time, the returns are not unreasonably high.

I set the value of the probability of success in the middle of the range at p = 0.5. I use

different values of the firm-specific profit f = 0, 25, and 50. The possible range of the

firm-specific profit f is limited by the importance of the resource-position and mobility

barriers. However, the firm-specific profit up to a half of the maximum industry-specific

profit b̄ = 100 seems realistic, especially since the empirical literature cited in Section 2.1

attributes a large share of the variation in profits to firm-specific factors. Finally, the values

of the share of firms X in the industry q = 0.2, 0.5, and 0.8 cover a large part of the range

q ∈ (0, 1).

The shapes of the R&D and technology-gap functions in Figure 2.3 correspond ap-

proximately to the findings of Aghion et al. (2005) and Hashmi (2005):

• The R&D function c(b) is inverse V- or U-shaped which is consistent with the em-

pirical findings of Aghion et al. (2005) and Hashmi (2005). Both the range of profits

and the size of R&D expenditures correspond, to a large extent, to the empirical

findings.

3See R&D Scoreboard, http://webarchive.nationalarchives.gov.uk/20101208170217/
http://www.innovation.gov.uk/rd scoreboard/downloads/1991 RD Scoreboard.pdf, cited on 25.8.2012



2.3. SUMMARY 49

• If the firm-specific profit f is high, the technology-gap function G(b) is decreasing

in b, which is consistent with the empirical findings of Aghion et al. (2005). On the

other hand, if the firm-specific profit f is relatively low, the technology-gap function

G(b) is first increasing and then decreasing in the industry-specific profit b, which is

approximately consistent with the findings of Hashmi (2005). We may use a higher

firm-specific profit f for explaining the empirical findings of Aghion et al. (2005) and

a lower f for explaining the findings of Hashmi (2005), because Aghion et al. (2005)

use a broader definition of industries (two-digit SIC code) than Hashmi (2005) (four-

digit SIC code). The intuition behind this reasoning is straightforward. Firms in more

broadly-defined industries are likely to differ more in their structural characteristics

or resources. Therefore the differences in profits due to other firm-specific factors

are likely to be higher in such industries. This assumption is also supported by the

difference in the technology gap found in Aghion et al.’s UK data and Hashmi’s US

data. Despite the fact that the patent citation per industry is substantially lower in

the UK data than in the US data (the mean citation-weighted patents are 6.6 in the

UK and 16.6 in the US data), the technology gap is higher on average in the UK

data (the mean technology gap is 0.35 in the UK and 0.22 in the US data) (Hashmi

2005, p. 12). The firm-specific profit f is therefore likely to be higher in the UK than

in the US data.

2.3 Summary

This chapter has introduced the basic model of innovation that explains the inverted-U

relationship between profitability and innovation and the decreasing and concave rela-

tionships between profitability and the technology gap found by Aghion et al. (2005) and

Hashmi (2005).

In the basic model, firms choose R&D expenditures in order to maximize their expected

profits. The profits of firms are determined by the decisions about R&D expenditures and

by exogenous industry- and firm-specific factors. At the beginning of each period, firms

choose R&D expenditures that generate an innovation with a certain probability. Firms

that fail to generate the innovation earn no reward from innovation and have to pay the

R&D expenditures. The profits of firms that generate innovation increase by a reward

from innovation minus R&D expenditures. At the end of the period, all firms imitate

the technology of the most efficient firms so that all firms have the same technology at

the beginning of the next period. Industry-specific factors determine the industry-specific

profits of all firms in the same way. Other firm-specific factors increase the profits of a

group of firms (firms X) by the firm-specific profit, while the profits of the rest of the firms

(firms Y ) remain constant.

The inverted-V relationship between the industry-specific profits and R&D expendi-

tures of individual firms results from two assumptions:
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• The reward from innovation is decreasing in the industry-specific profit. I present

three justifications for this assumption. First, if the firms face a decreasing demand, a

rise in the industry-specific profit is likely to be related to a reduction in the quantity

sold. In an extreme example, firms selling a homogeneous product in a cartel have

higher profit and lower quantity sold than firms in Bertrand model. If the reward

from innovation is an increasing function of the quantity sold, as in the case of cost-

reducing innovations, then a rise in the industry-specific profit reduces the reward

from innovation. Second, suppose that the innovator earns monopoly profit. Then the

reward from innovation is equal to the difference between the monopoly profit and

the profit before the innovation. Then a rise in the industry-specific profit reduces

the reward because it increases the profit before innovation. Third, suppose that

a rise in the industry-specific profit results from a less aggressive interaction in the

market. Then firms at the same technology level have a lower reward from innovation

because a reduction in the price of the product of one firm would have less effect on

quantities sold by its rivals.

• Firms are subject to an R&D-expenditure constraint. I assume that their R&D

expenditures must be lower or equal to their profit in the case of a failed innovation.

There are several possible justifications for the assumption. Firms may face credit

constraints, or firms might be infinitely risk averse so that they can never choose R&D

expenditures that would lead to a loss if the innovation fails. If the compensation of

managers is linked to the profits of firms, the effect on R&D expenditures might be

similar even if the managers are (infinitely) risk averse or if they have prospect-theory

preferences over risky outcomes. (This result is shown in the subsequent chapter.)

The relationship between the industry-specific profit and average R&D expenditures in

the industry (called the R&D function) depends on the shape of the relationship between

the industry-specific profit and R&D expenditures of firmsX and Y , and on the proportion

of firms X and Y in the industry. The R&D function is certainly inverse V- or U-shaped, if

the individual relationships between industry-specific profit and innovation of both types

of firms are inverse V-shaped. I also show that under some conditions, the R&D function is

also inverse V-shaped if the firm-specific profit is so high that R&D expenditures of firmsX

are decreasing in the industry-specific profit. The relationship between the industry-specific

profit and the technology gap (called the technology-gap function) is influenced by the

firm-specific profit and the share of firms X in the industry. A high firm-specific profit

and a low share of firms X tend to generate a decreasing technology-gap function, which

corresponds to the findings of Aghion et al. (2005). On the other hand, a low firms-specific

profit and a high share of firms X in the industry tend to generate an inverse V- or

U-shaped technology-gap function, which corresponds to the findings of Hashmi (2005).



Chapter 3

The prospect-theory model

In this chapter, I introduce a more specific model of innovation, called the prospect-

theory model, or the PT model. The PT model differs from the basic model in several

important respects. While firms in the basic model choose R&D expenditures in order to

maximize expected profits, the prospect-theory model includes a behavioral theory of the

decision-making process of managers. In the PT model, managers choose the size of R&D

expenditures in order to maximize utility, which is an increasing function of their income.

The income of managers, in turn, is positively related to the profits of firms. As in the

basic model, the profits of firms are determined by exogenous firm- and industry-specific

factors, and endogenous R&D expenditures. A rise in R&D expenditures leads to a higher

profit if the innovation succeeds, and to a lower profit if it fails. Consequently, a rise in

R&D expenditures widens the difference between the income of managers in the case of

successful and failed innovation. In fact, by choosing the R&D expenditures managers

select the most preferred lottery out of a set of possible lotteries given by the properties

of the R&D process. Preferences over the lotteries are represented by the prospect-theory

value function (Kahneman & Tversky 1979, Tversky & Kahneman 1992).

This approach has several advantages. It provides a specific explanation of the in-

creasing part of the relationship between profits and R&D expenditures. The increasing

relationship is due to specific properties of the prospect-theory value function and due

to the fact that managers of less profitable firms earn lower income than managers of

highly profitable firms. It also provides an additional explanation of the decreasing part of

the relationship between profits and R&D expenditures, which is related to the assump-

tion that the R&D process is a source of disutility for managers. Finally, thanks to the

diminishing-sensitivity property of the value function the model generates an inverted-

U relationship between profits and R&D expenditures of individual firms, instead of the

inverted-V relationship in the basic model.

Furthermore, the basic model relates R&D expenditures and the technology gap to the

industry-specific profit, while the average profit of a firm in the industry depends also on

the size of the firms-specific profit. The PT model relates the R&D expenditures directly

to the average profit of firms before the innovation takes place. The advantage of this

approach is that the profitability of an industry does not depend on other firm-specific

51
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factors that influence the differences in the profits of firms. This facilitates the comparison

of predictions of the PT model with the empirical findings.

The main disadvantage of the PT model is that the exponential structure of the

prospect-theory value function makes it more difficult to analyze predictions of the model.

For this reason, I present the results of the model under simplifying assumptions in Sec-

tion 3.2. In Section 3.3, I present predictions of the full model using a numerical solution.

But before I proceed to predictions I introduce the prospect-theory model and discuss its

main assumptions in the following section.

3.1 Structure of the model

In this section, I introduce the prospect-theory model of innovation in which managers

choose the size of R&D expenditures that maximizes their utility. The structure of the

section is as follows. First, I describe how the profits of firms are determined by industry-

specific factors, technology and other firms-specific factors. Then I relate the profits to

managerial income and I show how the income and other factors influence the utility of

managers. Finally, I present a summary of the model.

Profits

Time in the model is discrete. As in the basic model, I suppose an industry with a con-

tinuum of firms. If firm i has no R&D expenditures (ci = 0), its profit is determined by

industry-specific factors and other firm-specific factors. I also assume that there are two

types of firms: firms Y with lower profits and firms X with higher profits, where the pro-

portion of firms X in the industry is q ∈ (0, 1). Differently from the basic model, I use

the average profit a and the profit difference x instead of the industry-specific profit b and

the firm-specific profit f . The average profit a ∈ 〈a, ā〉 is the average profit of firms in

an industry without R&D expenditures. I assume that a = 0, so that the average profit

a ∈ 〈0, ā〉. In the following sections, I investigate the effect of a on properties of the indus-

try. Therefore, the average profit a is a variable in the model. The profit difference x ≥ 0 is

the difference between the profit of firms X and Y . Firm i that has no R&D expenditures

(ci = 0) earns profit

πi(a) =

{
πX
i (a) = a+ (1− q)x if firm i is X,

πY
i (a) = a− qx if firm i is Y ,

(3.1)

where a ∈ 〈0, ā〉 represents the average profit, q ∈ (0, 1) is the share of firms X in the

market, and x ≥ 0 is the profit difference.

The structure of the R&D process is the same as in the basic model. Firm i chooses

R&D expenditures ci ≥ 0 at the beginning of each period. The R&D process has only two

outcomes. It generates an innovation with the probability of success p ∈ (0, 1) and fails

to generate an innovation with the probability 1− p. At the end of each period, all firms

imitate the innovation so that all firms have the same technology at the beginning of each
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period. If the R&D process fails to generate an innovation, the profit of firm i changes

by −ci. If R&D expenditures ci generate an innovation, the profit of firm i changes by

r(a)cρi − ci, where r(a) is the reward function and ρ ∈ (0, 1) is the scale parameter. Hence

the profit of firm i that fails to innovate is

πiF (a, ci) = πi(a)− ci (3.2)

where πi(a) is the profit of firm i with no R&D expenditures (3.1), and ci ≥ 0 is the size

of R&D expenditures. The profit of firm i that successfully innovates is

πiS(a, ci) = πi(a) + r(a)cρi − ci (3.3)

where ρ ∈ (0, 1) represents the scale parameter, and r(a) is the reward function.

I assume that the reward function r(a) may be decreasing in the average profit a for

the reasons explained in Section 2.1. The reward function r(a) is constructed in a similar

way as in the basic model, so that the opportunity parameter R measures the return to

R&D expenditures ci = 1 for the average profit a = 0. The reward function is given by

r(a) =
1

p

(
1 +R− σ

a

ā

)
, (3.4)

where p ∈ (0, 1) is the probability of success, σ ≥ 0 is the slope parameter, and R ≥ σ ≥ 0

represents the opportunity parameter.

Managerial income

I assume that the income of the manager of firm i wi(a) consists of the base salary ω > 0,

and of a share of the profit of the firm i. The percentage share is called the effective

ownership s(a). As in the basic model, the units of profit are interpreted as millions of

dollars. In order to obtain convenient results, units of the income are interpreted as ten

thousands of dollars. This means that the effective ownership is measured in percents, that

is s(a) ∈ (0, 100〉. Consider the following example. Suppose that the manager of firm i has

a base salary ω = 30 and ownership share s(a) = 2, and the profit of firm i is 10. Then

the income of the manager of firm i is 30 + 2× 10 = 50. The numbers have the following

interpretation. The profit of the firm i is 10×$1,000,000= $10,000,000. The income of the

manager of firm i is 50×$10,000 = $500,000, which is equal to the sum of the base salary

of $300,000 and 2% of the profit 0.02× $10,000,000 = $200,000.

Furthermore, I assume that the effective ownership decreases in the profits of firms.

This assumption can be justified by the common structure of managerial compensation

described in Murphy (1999, pp. 9–10). According to Murphy, the size of managerial com-

pensation depends on the size of the firm. The base salary is usually calculated as a per-

centage of the revenue of the firm, and other types of compensation, such as target bonuses,

option grants and pension benefits, are calculated as a percentage (or a multiple) of the

base salary. That is, managers of firms with the same revenue (or size) usually earn a sim-

ilar base salary and performance-based compensation. Suppose now that some of the
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equally-sized firms earn higher profits than other firms. Then in order to pay out similar

performance-based compensations, firms with higher profits need to give lower effective

ownership to their managers than firms with lower profits. In this model, I assume that

the effective ownership s(a) decreases linearly in average profit a. However, the model

would give similar predictions even if the effective ownership changed so that the income

of managers remained constant in a. (For a version of the prospect-theory model with

a constant income, see Krčál 2009b.)

The income of managers of firm i wi(a, ci) is given by

wi(a, ci) =

{
wiF (a, ci) = ω + s(a)(πi(a)− ci) if the innovation fails,

wiS(a, ci) = ω + s(a)(πi(a) + r(a)cρi − ci) if the innovation succeeds,

(3.5)

where ω > 0 is the base salary, and the effective ownership s(a) ∈ (0, 100〉 is given by

s(a) = s0

(
1− μ

a

ā

)
, (3.6)

where the ownership share s0 ∈ (0, 100〉 measures the value of the effective ownership for

the average profit a = 0, and the decreasing-ownership parameter μ > 0 determines the

effect of the average profit a on the effective ownership.

Utility of managers

The preferences of managers over the risky outcomes of the R&D process are represented

by the prospect-theory value function. Prospect theory is a widely used alternative to

expected utility theory. It differs from expected utility theory in several aspects. Most

importantly, it assigns value to changes in wealth rather than to final states of wealth

and replaces probabilities by decision weights (Kahneman & Tversky 1979; Tversky &

Kahneman 1992). For simplicity, I assume that the probability weighting is linear, i.e.

the decision weights are equal to probabilities. However, the model would give similar

predictions also with non-linear weighting of probabilities. (For versions of the prospect-

theory model with non-linear weighting of probabilities, see Krčál 2009a and 2010a.) The

value of the prospect of innovation for the manager of firm i is given by

Vi(a, ci) = pv(wiS(a, ci)) + (1− p)v(wiF (a, ci)), (3.7)

where p ∈ (0, 1) is the probability of success of the R&D process, and v is the prospect-

theory value function.

The value function v(wi(a, ci)) transforms the monetary outcomes into value. The

form of the function reflects the principles of diminishing sensitivity and loss aversion.

According to the principle of diminishing sensitivity, the impact of a change diminishes

with the distance from the reference point, which is usually defined as the current wealth

of the decision maker. The non-negative incomes wi(a, ci) ≥ 0 are therefore perceived

as gains, and the negative incomes wi(a, ci) < 0 as losses. Because of the diminishing-

sensitivity principle, the value function is concave for gains and convex for losses. In both
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losses and gains, a change from 0 to 1 is perceived more strongly than a change from 100

to 101. According to the principle of loss aversion, losses loom larger than corresponding

gains. It means that a loss of 100 is perceived more strongly than a gain of 100. (For

a detailed discussion of loss aversion, see Tversky & Kahneman 1991, and Novemsky &

Kahneman 2005).

The standard mathematical formulation of the value function as presented in Kahne-

man & Tversky (1979) is

v(wi(a, ci)) =

{
wi(a, ci)

α if wi(a, ci) ≥ 0,

−λ(−wi(a, ci))
α if wi(a, ci) < 0,

(3.8)

where λ ≥ 1 is the loss aversion parameter, and α ∈ (0, 1) is the diminishing-sensitivity

parameter. Figure 3.1 shows examples of the value function for λ = 1 and α = 1 and for

λ = 2.25 and α = 0.88.

Figure 3.1: The value function
The figure presents the value function without loss aversion and diminishing sensitivity (λ = 1
and α = 1) and for the parameters estimated by Tversky & Kahneman (1992) (λ = 2.25 and

α = 0.88).

Furthermore, I assume that managers may experience disutility of innovation that is

given by

Di(ci) = dci, (3.9)

where d ≥ 0 is the disutility parameter. There are three main reasons why managers may

experience disutility of innovation that is increasing in R&D expenditures:

• Innovations that require managerial effort might reduce the utility of effort-averse

managers, and larger innovations are likely to require more effort and therefore lead

to a higher disutility of innovation.
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• In reality, the probability distribution of the outcomes of innovation is unknown.

Higher uncertainty about their income reduces the utility of ambiguity-averse man-

agers (for a discussion of ambiguity aversion, see Ellsberg 1961, and Heath & Tversky

1991). Larger innovations are likely to lead to a wider range of uncertain outcomes.

• Innovations might hurt the interests of stakeholders of a firm, which might have

negative consequences for managers. Greater innovations are likely to be more prob-

lematic for the stakeholders, and consequently for managers.

The utility of the manager of firm i is given by

Ui(a, ci) = Vi(a, ci)−Di(ci) = pv(wiS(a, ci)) + (1− p)v(wiF (a, ci))− dci,

where Vi(a, ci) represents the value of the prospect of innovation, andDi(ci) is the disutility

of innovation.

Summary of the model

In the prospect-theory model, managers choose R&D expenditures that maximize their

utility. The manager of firm i faces the following optimization problem:

max
ci

Ui(a, ci) = pv(wiS(a, ci)) + (1− p)v(wiF (a, ci))− dci, (3.10)

where a ∈ 〈0, ā〉 represents the average profit, ci ≥ 0 is the size of R&D expenditures,

p ∈ (0, 1) is the probability of success, and d ≥ 0 is the disutility parameter. The value

function v(wi(a, ci)) is given by

v(wi(a, ci)) =

{
wi(a, ci)

α if wi(a, ci) ≥ 0,

−λ(−wi(a, ci))
α if wi(a, ci) < 0,

where λ ≥ 1 is the loss-aversion parameter, and α ∈ (0, 1〉 is the diminishing-sensitivity

parameter. The income of managers wi(a, ci) is given by

wi(a, ci) =

{
wiF (a, ci) = ω + s(a)(πi(a)− ci) if the innovation fails,

wiS(a, ci) = ω + s(a)(πi(a) + r(a)cρi − ci) if the innovation succeeds,

where ρ ∈ (0, 1) is the scale parameter, ω > 0 is the base salary, and the effective ownership

s(a) ∈ (0, 100〉 is given by

s(a) = s0

(
1− μ

a

ā

)
,

where s0 ∈ (0, 100〉 is the ownership share, and μ > 0 is the decreasing-ownership para-

meter. The reward function is given by

r(a) =
1

p

(
1 +R− σ

a

ā

)
,
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where σ ≥ 0 is the slope parameter, and R ≥ σ ≥ 0 is the opportunity parameter. Finally,

the profit of firm i with no R&D expenditures (ci = 0) is given by

πi(a) =

{
πX
i (a) = a+ (1− q)x if firm i is X,

πY
i (a) = a− qx if firm i is Y ,

where q ∈ (0, 1) is the share of firms X in the market, and x ≥ 0 is the profit difference.

If the value function has diminishing sensitivity (α < 1), it is not possible to solve the

model analytically for all values of the diminishing-sensitivity parameter α. However, if the

value function has constant sensitivity (α = 1) and sufficient loss aversion (λ is sufficiently

high), it is possible to analyze predictions of the model in a similar way as in the previous

chapter. For this reason, I first discuss the properties of the model with constant sensitivity

(α = 1) in Section 3.2. In this model, the income of managers of firms with zero R&D

expenditures has to be non-negative (wi(a, ci) = wi(a, 0) ≥ 0). Then in Section 3.3, I

consider the effect of diminishing sensitivity and negative income on properties of the

model.

Furthermore, I will show in the subsequent section that a rise in the average profit a

may reduce R&D expenditures either because of the interaction between the disutility of

innovation Di and the decreasing effective ownership s(a), or because of the decreasing

reward function r(a). For clarity of the presentation, I split the prospect-theory model into

two models based on the cause of the decreasing relationship between the average profit a

and R&D expenditures ci:

• In model A, managers experience disutility of innovation Di(ci) and the reward

function r(a) is constant (d > 0 and σ = 0).

• In model B, managers do not experience disutility of innovation Di(ci) and the

reward function r(a) is decreasing in the average profit a (d = 0 and σ > 0).

The model would generate similar (and more robust) predictions if it combined the disu-

tility of innovation with the decreasing reward function (d > 0 and σ > 0). But because

of space limitations, a discussion of this version of the model is not included in this book.

3.2 The PT model with constant sensitivity

In this section, I discuss the properties of the model with constant sensitivity (α = 1) and

with non-negative income (wi(a, 0) ≥ 0). The structure of this section resembles the struc-

ture of the previous chapter. In Subsection 3.2.1, I present the conditions under which the

R&D-expenditure functions of firms X and Y are inverse V-shaped. In Subsections 3.2.2

and 3.2.3, I relate the average profit to average R&D expenditures and to the technology

gap in the industry. Finally in Subsection 3.2.4, I shortly discuss the empirical relevance of

predictions of the PT model with constant sensitivity. Moreover, in Appendix B.2 I present

an implementation of the model in Netlogo 5.0.1. I use the implementation of the model

in Netlogo also for generating the graphs presented in this section.
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3.2.1 Solving the model

The manager of firm i chooses R&D expenditures ci that maximize her utility function

(3.10). If the diminishing-sensitivity parameter α = 1 and the income in the case of

zero R&D expenditures wi(a, 0) ≥ 0, then the manager faces two different optimization

problems, because the size of R&D expenditures ci influences her income in the case of

a failed innovation wiF (a) = ω + s(a)(πi(a)− ci):

• If ci ≤ ω/s(a) + πi(a) so that wiF (a, ci) ≥ 0, the manager faces the optimization

problem

max
ci

UP
i (a, ci) = pwiS(a, ci) + (1− p)wiF (a, ci)− dci,

s.t. ci ≤ ω

s(a)
+ πi(a). (3.11)

• If ci ≥ ω/s(a) + πi(a), the income wiF (a, ci) ≤ 0 is multiplied by loss-aversion

parameter λ > 1. Then the manager faces the optimization problem

max
ci

UN
i (a, ci) = pwiS(a, ci) + (1− p)λwiF (a, ci)− dci,

s.t. ci ≥ ω

s(a)
+ πi(a). (3.12)

Using Kuhn-Tucker conditions, R&D expenditures that solve the optimization problems

(3.11) and (3.12) are given by

cPi (a) = min

{
ω

s(a)
+ πi(a),

(
ρpr(a)s(a)

d+ s(a)

) 1
1−ρ

}
, and (3.13)

cNi (a) = max

{
ω

s(a)
+ πi(a),

(
ρpr(a)s(a)

d+ s(a)(p+ λ(1− p))

) 1
1−ρ

}
. (3.14)

Comparing the utility in both situations, the optimal R&D expenditures are given by

max
cPi ,cNi

{UP
i (cPi (a)), U

N
i (cNi (a))}. (3.15)

The relationship between the optimal R&D expenditures and the average profit a

might be inverse V-shaped if the loss-aversion parameter λ is sufficiently high so that

cNi (a) =
ω

s(a)
+ πi(a).

Then the prospect of a negative income in the case of a failed innovation is considered

to be so unpleasant, that R&D expenditures are adjusted so that the income is always

non-negative. For the minimum loss-aversion parameter λi(a) that ensures this outcome

it holds that
ω

s(a)
+ πi(a) =

(
ρpr(a)s(a)

d+ s(a)(p+ λi(a)(1− p)

) 1
1−ρ

. (3.16)
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It is evident from (3.16) that λi(a) is highest for the minimum average profit a = 0, as the

effective ownership s(a) and the reward function r(a) are decreasing in a, and the profit

πi(a) is increasing in a. It is also evident that the value of λi(a) for firms Y is higher or

equal to the value of λi(a) for firms X, as the profit πX
i (a) ≥ πY

i (a) (see (3.1)). Therefore,

if the loss-aversion parameter

λ ≥ λY
i (0) =

s0ρ(1 +R)− (ps0 + d) (ω/s0 − qx)1−ρ

(1− p)s0 (ω/s0 − qx)1−ρ
, (3.17)

it will be always true that

UP
i (cPi (a)) ≥ UN

i (cNi (a)).

Then the optimal R&D-expenditure function is

cPi (a) =

{
cXi (a) = min

{� CX
i (a), Ci(a)

}
if firm i is X,

cYi (a) = min
{� CY

i (a), Ci(a)
}

if firm i is Y ,
(3.18)

where

� CX
i (a) =

ω

s(a)
+ a+ (1− q)x and � CY

i (a) =
ω

s(a)
+ a− qx, (3.19)

and

Ci(a) =

(
ρpr(a)s(a)

d+ s(a)

) 1
1−ρ

, (3.20)

where a ∈ 〈0, ā〉 is the average profit, q ∈ (0, 1) is the share of firms X in the industry,

x ≥ 0 is the profit difference, ω ≥ 0 is the base salary, ρ ∈ (0, 1) is the scale parameter,

p ∈ (0, 1) is the probability of success, and d ≥ 0 is the disutility parameter. The effective

ownership is given by

s(a) = s0

(
1− μ

a

ā

)
,

where s0 ∈ (0, 100〉 is the ownership share, and μ > 0 is the decreasing-ownership param-

eter. The reward function is given by

r(a) =
1

p

(
1 +R− σ

a

ā

)
,

where σ ≥ 0 is the slope parameter, and R ≥ σ ≥ 0 is the opportunity parameter.

The functions � CX
i (a) and � CY

i (a) are increasing in the average profit a because the

effective ownership s(a) is decreasing in a. The function Ci(a) is decreasing in the average

profit a for reasons that differ in model A and in model B:

• In model A (d > 0 and σ = 0), it is because the effective ownership s(a) is decreasing

in the average profit a and the disutility of innovation is positive (d > 0).

• In model B (d = 0 and σ > 0), it is because the reward function r(a) is decreasing

in a (σ > 0). In this respect, model B is similar to the basic model.
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Since � CY
i (a) is increasing and Ci(a) is decreasing in the average profit a, the R&D-

expenditure function cYi (a) will be inverse V-shaped with the maximum at the average

profit 0 < a < ā if

Ci(ā)− � CY
i (ā) < 0 < Ci(0)− � CY

i (0). (3.21)

Similarly, the function cXi (a) is inverse V-shaped if

Ci(ā)− � CX
i (ā) < 0 < Ci(0)− � CX

i (0). (3.22)

It is evident from (3.19), that

Ci(ā)− � CY
i (ā) ≥ Ci(ā)− � CX

i (ā),

because the profit difference x ≥ 0. Therefore if Ci(ā)− � CY
i (ā) < 0, it is also true that

Ci(ā)− � CX
i (ā) < 0. Hence if the condition (3.21) holds, which means that the function

cYi (a) is inverse V-shaped, it follows from (3.22) that the function cXi (a) is inverse V-shaped

if the profit difference is relatively low so that

x <

(
ρ(1−R)s0

d+s0

) 1
1−ρ

s0 − ω

(1− q)s0
, (3.23)

and it is decreasing in the average profit a if the profit difference is relatively high so that

x ≥
(
ρ(1−R)s0

d+s0

) 1
1−ρ

s0 − ω

(1− q)s0
. (3.24)

3.2.2 R&D expenditures

In this subsection, I discuss the shape of the R&D function given by

c(a) = qcXi (a) + (1− q)cYi (a), (3.25)

where q is the proportion of firms X in the industry. Let a∗ denote the average profit that
corresponds to the maximum of the R&D function c(a). If 0 < a∗ < ā, the maximum of

the R&D function lies within the average-profit range a ∈ 〈0, ā〉, which means that the

R&D function is likely to be inverse U- or V-shaped. In this subsection, I will assume that

the condition (3.21) holds which implies that the R&D-expenditure function of firm Y

cYi (a) is inverse V-shaped and the function cXi (a) is either inverse V-shaped or decreasing

in the average profit a.

If the profit difference is relatively low so that

x <

(
ρ(1−R)s0

d+s0

) 1
1−ρ

s0 − ω

(1− q)s0
,

the R&D-expenditure function of firms X cXi (a) is inverse V-shaped (see (3.23)). The

R&D function c(a) has the maximum within the average-profit range, i.e. 0 < a∗ < ā, and

its shape depends on the profit difference x:
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• If x = 0, the R&D-expenditure functions of firms X and Y cXi (a) and cYi (a) are

identical. Then also the R&D function c(a) has the same inverted-V shape. Panels 3.2

and 3.3A show examples of functions c(a) with the profit difference x = 0 in model A

(d > 0 and σ = 0) and in model B (d = 0 and σ > 0), respectively.

• If

0 < x <

(
ρ(1−R)s0

d+s0

) 1
1−ρ

s0 − ω

(1− q)s0
,

then 0 < a∗ < ā because c(a) is a weighted average of the functions cXi (a) and

cYi (a), that are both inverse V-shaped. Panels 3.2 and 3.3B show examples of the

corresponding (inverted-U) R&D functions c(a).

Figure 3.2: Examples of the R&D-expenditure functions in model A (σ = 0)
The figure shows examples of the R&D-expenditure functions of firms X and Y cXi (a) and cYi (a)
and of the R&D functions c(a). The parameters common to all panels are R = 0.28, ρ = 0.95,

p = 0.5, s0 = 2, μ = 0.5, λ = 2.25, d = 0.05, σ = 0, and ā = 100.



62 CHAPTER 3. THE PROSPECT-THEORY MODEL

Figure 3.3: Examples of the R&D-expenditure functions in model B (d = 0)
The figure shows examples of the R&D-expenditure functions of firms X and Y cXi (a) and cYi (a)
and of the R&D functions c(a). The parameters common to all panels are R = 0.28, ρ = 0.95,

p = 0.5, s0 = 2, μ = 0.5, λ = 2.25, d = 0, σ = 0.1, and ā = 100.

If the profit difference is relatively high so that

x ≥
(
ρ(1−R)s0

d+s0

) 1
1−ρ

s0 − ω

(1− q)s0
,

the R&D-expenditure function of firms X cXi (a) = Ci(a) is decreasing in the average

profit a (see (3.24)). The form of the R&D function c(a) depends on the slope of cYi (a):

• In the higher part of the average-profit range where cYi (a) = Ci(a) is decreasing in

the average profit a, the R&D function c(a) is clearly decreasing in a.

• In the lower part of the range of the average profit, where cYi (a) = � Ci
Y (a) is increas-

ing in a, the R&D function c(a) might be both increasing or decreasing.
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Hence if the profit difference is relatively high, the average profit a∗ < ā. The R&D

function c(a) is likely to be either inverse V-shaped or decreasing. See Panels 3.2 and

3.3C for examples of inverse V-shaped R&D functions c(a), and Panels 3.2 and 3.3D for

examples of decreasing R&D functions c(a).

3.2.3 The technology gap

In this subsection, I discuss the shape of the relationship between the average profit and

the technology gap. As in the basic model, I define the technology gap as an average

difference between the profits of the leaders and the other firms in the industry due to

technology or other firm-specific factors. After the innovations are implemented, there are

four groups of firms with different technologies:

• Successful innovators X with the technology gap GX
S = 0.

• Failed innovators X with the technology gap GX
F (a) = r(a)cXi (a)ρ.

• Successful innovators Y with the technology gapGY
S (a) = x+r(a)cXi (a)ρ−r(a)cYi (a)ρ.

• Failed innovators Y with the technology gap GY
F (a) = x+ r(a)cXi (a)ρ.

Weighting the differences in profits by the share of different groups of firms in the industry,

we get the technology-gap function

G(a) = qpGX
S + q(1− p)GX

F (a) + (1− q)pGY
S (a) + (1− q)(1− p)GY

F (a). (3.26)

Let aG∗ denote the average profit that corresponds to the maximum of the technology-gap

function G(a). If 0 < aG∗ < ā, the technology-gap function is likely to be inverse V- or

U-shaped. If aG∗ = 0, the technology-gap function is likely to be decreasing in the average

profit a.

In the discussion of the shape of the technology-gap function G(a), I assume that con-

dition (3.21) holds, which implies that the R&D-expenditure function of firms Y cYi (a) is

inverse V-shaped, and the R&D-expenditure function of firms X cXi (a) is either decreasing

or inverse V-shaped. If the profit difference x is relatively high so that

x ≥
(
ρ(1−R)s0

d+s0

) 1
1−ρ

s0 − ω

(1− q)s0
,

the R&D-expenditure function of firms X cXi (a) = Ci(a) is decreasing in the average

profit a. Then the technology-gap function G(a) is decreasing in a if the technology gaps

GX
F (a), GY

F (a) and GY
S (a) are non-increasing, and at least one of them is decreasing in a.

• The technology gaps GX
F (a) = r(a)cXi (a)ρ and GY

F (a) = x+r(a)cYi (a)
ρ are decreasing

in the average profit a because cXi (a) = Ci(a) is decreasing in a and the reward

function r(a) is constant in model A and decreasing in model B.
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• The slope of the technology gapGY
S (a) depends on the shape of the R&D-expenditure

function of firms Y cYi (a):

In the lower part of the average-profit range where cYi (a) = � Ci
Y (a) is increasing in the

average profit a, the part of the technology gap GY
S (a) = x+ r(a)

(
cXi (a)ρ− cYi (a)

ρ
)

is decreasing in models A and B. It is because r(a) is decreasing in a in model B

(σ > 0), and the difference

cXi (a)ρ − cYi (a)
ρ = Ci(a)

ρ− � CY
i (a)ρ

is decreasing in a in models A and B, because cXi (a)ρ = Ci(a)
ρ is decreasing in a

and cYi (a)
ρ = � CY

i (a)ρ is increasing in a.

In the higher part of the average-profit range where cXi (a)ρ = cYi (a)
ρ = Ci(a)

ρ, the

technology gap GY
S (a) = r(a)

(
Ci(a)

ρ − Ci(a)
ρ
)
is equal to zero.

Hence the technology-gap function G(a) is decreasing in the average profit a because the

technology gaps GX
F (a) and GY

F (a) are decreasing in a, and GY
S (a) is non-increasing in a.

If the profit difference x is relatively low so that

x <

(
ρ(1−R)s0

d+s0

) 1
1−ρ

s0 − ω

(1− q)s0
,

the R&D-expenditure function of firms X cXi (a) is inverse V-shaped. Then the shape of

the technology-gap function G(a) depends on the slope of cXi (a):

• In the higher part of the average-profit range where cXi (a) = Ci(a) is decreasing in a,

the situation is identical to that described in the previous paragraphs. Therefore, the

part of the technology-gap function Ḡ(a) is always decreasing in a.

• In the lower part of the range of the average profit a where both cXi (a) = � CX
i (a)

and cYi (a) = � CY
i (a) are increasing in a, the part of the technology-gap function G(a)

may be both decreasing and increasing in a. It is because the slope of G(a)

∂G(a)

∂a
=

∂r(a)

∂a

(
(1− pq) � CX

i (a)ρ − (p− pq) � CY
i (a)ρ

)

+r(a)

(
(1− pq)

∂ � CX
i (a)ρ

∂a
− (p− pq)

∂ � CY
i (a)ρ

∂a

)
may be both positive and negative.

Furthermore, the slope of G(a) decreases in the profit difference x because

∂2G(a)

∂a∂x
=

∂r(a)

∂a

(
(1− pq)

∂ � CX
i (a)ρ

∂x
− (p− pq)

� CY
i (a)ρ

∂x

)

+r(a)

(
(1− pq)

∂2 � CX
i (a)ρ

∂a∂x
− (p− pq)

∂2 � CY
i (a)ρ

∂a∂x

)
< 0,
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as
∂r(a)

∂a
= 0 in model A and

∂r(a)

∂a
< 0 in model B,

∂ � CX
i (a)ρ

∂x
> 0 and

� CY
i (a)ρ

∂x
< 0,

∂2 � CX
i (a)ρ

∂a∂x
< 0 and

∂2 � CY
i (a)ρ

∂a∂x
> 0.

And the slope of the function G(a) increases in the share of firms X in the industry q

because

∂2G(a)

∂a∂q
= −p∂r(a)

∂a

(� CX
i (a)ρ− � CY

i (a)ρ
)− pr(a)

(
∂ � CX

i (a)ρ

∂a
− � C

Y
i (a)ρ

∂a

)

−pq∂r(a)
∂a

(
∂ � CX

i (a)ρ

∂q
− � C

Y
i (a)ρ

∂q

)
− pr(a)

(
∂2 � CX

i (a)ρ

∂a∂q
− ∂2 � CY

i (a)ρ

∂a∂q

)
> 0,

as
∂r(a)

∂a
= 0 in model A and

∂r(a)

∂a
< 0 in model B,

� CX
i (a)ρ− � CY

i (a)ρ > 0 and
∂ � CX

i (a)ρ

∂a
− ∂ � CY

i (a)ρ

∂a
< 0,

∂ � CX
i (a)ρ

∂q
− ∂ � CY

i (a)ρ

∂q
> 0 and

∂2 � CX
i (a)ρ

∂a∂q
− ∂2 � CY

i (a)ρ

∂a∂q
< 0.

It means that the part of the technology-gap function G(a) is more decreasing in the

average profit a if the profit difference x is high and the share of firms X q is low.

In this subsection, I assumed that the R&D-expenditure function cYi (a) is inverse V-

shaped (condition (3.21)). Then the shape of the technology-gap function G(a) depends

on the profit difference x:

• If

x ≥
(
ρ(1−R)s0

d+s0

) 1
1−ρ

s0 − ω

(1− q)s0
,

the technology-gap function G(a) is always decreasing in a.

• If

x <

(
ρ(1−R)s0

d+s0

) 1
1−ρ

s0 − ω

(1− q)s0
,

then aG∗ < ā, which means that the technology-gap function G(a) is likely to be

decreasing or inverse U- or V-shaped. The higher the profit difference x and the

lower the share of firms X q, the lower the slope of the part of the technology-gap

function G(a).
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Figures 3.4 and 3.5 present examples of the R&D functions c(a) and the technology-

gap functions G(a) for different levels of the profit difference x and the share of firms X

in the industry q in models A and B. The figure shows that the higher the x and the

lower the q, the wider is the average-profit range where the technology gap function G(a)

is decreasing. However, as in the basic model, the effect of x and q on the slope of the

increasing part of the technology-gap function G(a) is hardly visible in the figures.

Figure 3.4: Examples of the R&D and technology-gap functions for different x
The figure shows examples of the R&D functions c(a) and the technology-gap function G(a) for
different levels of the profit difference x. The parameters common to all panels are R = 0.28,

ρ = 0.95, p = 0.5, ω = 40, s0 = 2, μ = 0.5, λ = 2.25, and ā = 100.

3.2.4 Empirical relevance of the results

In this subsection, I discuss whether for a set of parameters used in Figures 3.4 and 3.5 the

PT model with constant sensitivity generates predictions that correspond to the empirical

findings of Aghion et al. (2005) and Hashmi (2005). First, I interpret the values of the



3.2. THE PT MODEL WITH CONSTANT SENSITIVITY 67

parameters used in Figures 3.4 and 3.5 and I present empirical support for some of the

values used. Then I compare the shapes of the functions in Figures 3.4 and 3.5 to the

empirical findings.

Figure 3.5: Examples of the R&D and technology-gap functions
The figure shows examples of the R&D functions c(a) and the technology-gap functions G(a) for
different shares of firms X in the industry q. The parameters common to all panels are R = 0.28,

ρ = 0.95, p = 0.5, ω = 40, s0 = 2, μ = 0.5, λ = 2.25, and ā = 100.

In Figures 3.4 and 3.5, I have used the following values of parameters:

• the average profit range is a ∈ 〈0, 100〉,

• the opportunity parameter R = 0.28,

• the scale parameter ρ = 0.95,

• the base salary ω = 40,

• the ownership share s0 = 2,
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• the decreasing-ownership parameter μ = 0.5,

• the loss-aversion parameter λ = 2.25,

• the probability of success p = 0.5,

• the disutility parameter d = 0.05 in model A and d = 0 in model B,

• the slope parameter σ = 0 in model A and σ = 0.1 in model B,

• the firm-specific profit x = 0, 20, and 35,

• the share of firms X in the industry q = 0.2, 0.5, and 0.8.

The average profit ranges from 0 to $100 million. I use this range for the reasons

explained in Subsection 2.2.4. In contrast to the basic model, the size of the profit difference

x or the share of firms X in the industry q in the prospect-theory model have no direct

effect on the profitability of the industry (calculated as the average profit of a firm in the

industry divided by sales). For all combinations of x and q in Figures 3.4 and 3.5, the

profitability ranges approximately from 0 to 0.14. This range is similar to the range found

by Aghion at al. (2005).

The opportunity parameter R is 0.28. This means that the return to R&D expenditures

of the size ci = 1 and for the industry-specific profit a = 0 is 28%. For ci > 1 and a > 0,

the return to R&D expenditures is lower because of the scale parameter ρ = 0.95, and in

model B also because of the slope parameter σ = 0.1. In Figures 3.4 and 3.5 in model A, the

return to R&D expenditures is approximately 8% for the average profit that corresponds

to the peak of the R&D function and more for lower R&D expenditures. In model B,

the return to R&D expenditures equals 1/ρ− 1 ≈ 5.2% if the R&D-expenditure function

is decreasing (the formula is derived in Subsection 2.2.4) and is higher in the increasing

part of the R&D-expenditure function. As in the basic model, I assume that the R&D

expenditures include costs of financing. Then the lowest return to R&D expenditures of

8% in model A or 5.2% in model B is large enough to justify positive R&D expenditures

and the highest returns are not unrealistically high.

The base salary ω is 40. Because the unit of salary is $10,000, it corresponds to $400,000.

Conyon & Murphy (2000, Table 1) report that in 1997, the average base salary of managers

in the UK ranged from £245,830 (firms with sales from £200 to £500 million) to £324,540

(sales from £500 to £1,500 million). The average base salary of managers in the US ranged

from £669,880 (sales from £200 to £500 million) to £850,640 (sales from £500 to £1,500

million). The base salary of $400,000 is lower compared to the base salaries reported by

Conyon & Murphy (2000). I use a relatively low value of ω = 40, because base salaries

have increased significantly since the 1970s (see Conyon & Murphy 2000, Fig. 1). The

average base salary in the period from 1970 to 1994 is likely to be lower than in 1997.

The ownership share s0 is 2 and the decreasing-ownership parameter μ is 0.5. So the

effective ownership ranges from 2% for low average profits to 1% for high average profits.

The proxy for the effective ownership s(a) is the pay-performance sensitivity. The average
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pay-performance sensitivity for firms with sales from £200 to £500 was 2.75% in the UK

and 5.2% in the US and for firms with sales from £500 to £1,500 0.91% in the UK and

3.43% in the US (Conyon & Murphy 2000, Table 5). Again, the ownership shares used

in the model are somewhat lower compared to the data of Conyon & Murphy (2000).

This is because Aghion et al. (2005) and Hashmi (2005) use data from 1970 or 1973 to

1994 while Conyon & Murply (2000) uses data from 1997. Because the pay-performance

sensitivity tends to increase over time, it is reasonable to assume that the absolute value

of the sensitivity was lower on average between 1970 and 1994 (for some support for this

argument, see Conyon & Murphy 2000, Fig. 2).

As in the basic model, I set the value of the probability of success p at 0.5 which is

exactly in the middle of the range p ∈ (0, 1). The loss-aversion parameter is λ = 2.25 which

is the value of the loss-aversion parameter estimated by Tversky & Kahneman (1992).

The disutility parameter d = 0.05 in model A and d = 0 in model B. If d = 0.05, R&D

expenditures of $1 million lead to a reduction in the utility by 0.05, which has the same

effect on the utility of managers as a reduction in the base salary of 0.05×$10, 000 = $500.

The slope parameter σ = 0.1 in model B and σ = 0 in model A. This means that the

reward parameter r(a) is higher by σ/p if the average profit a = 0 than if a = 100. For the

probability of success is p = 0.5 and the opportunity parameter R = 0.28 in model B, the

reward parameter r(0) = 2.56 and r(100) = 2.36. I use the values of the profit difference

x of 0, 20, and 35 that are slightly lower compared to the values of the firm-specific profit

f used in the basic model. Finally, I set the values of the share of firms X q at 0.2, 0.5,

and 0.8 so that they cover a large part of the range q ∈ (0, 1).

The shapes of the R&D and technology-gap functions in Figures 3.4 and 3.5 are similar

as in the basic model (see Figure 2.3).

• The inverse V-shaped R&D functions resemble the empirical findings of Aghion et

al. (2005) and Hashmi (2005). The size of average R&D expenditures lies below the

maximum realistic R&D expenditures of $30 million (for the discussion of the realistic

R&D expenditures, see Subsection 2.2.4). Only for some values of the average profit

in model B, the average R&D expenditures are somewhat higher. Compared to the

basic model, shapes of the R&D functions are less affected by the profit difference x

and the share of firms X in the industry q.

• If the profit difference x is high and the share of firms X in the industry q is low, the

technology-gap function G(a) in model A is decreasing in a which is consistent with

the empirical findings of Aghion et al. (2005). On the other hand if x is low or q is

high, the technology-gap function G(a) in model A is flatter and has the maximum

at 0 < a∗ < 100, which is consistent with the findings of Hashmi (2005). Subsec-

tion 2.2.4 explains why it might be reasonable to use a higher profit difference x

for explaining the findings of Aghion et al. (2005), and a lower x for explaining the

findings of Hashmi (2005). In model B, the technology-gap function is always inverse

V-shaped, and the higher the x and the lower the q, the more the technology-gap

function resembles the decreasing relationship found by Aghion et al. (2005).
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3.3 The PT model with diminishing sensitivity

In this section, I discuss the shape of the R&D function c(a) and the technology-gap

function G(a) in the model with diminishing sensitivity. I relax the assumptions I made in

the previous section: The value function may have diminishing sensitivity (α ∈ (0, 1〉) and
managers of firms with zero R&D expenditures may earn negative incomes (wi(a, ci) =

wi(a, 0) may be negative). Because it is not possible to solve the optimization problem

(3.10) for all values of α < 1, the figures in this section show the following numerical

solution of the model. For each level of the average profit a ∈ {0, 1, 2, . . . , 100}, I find the

size of R&D expenditures ci ∈ {0, 0.005, 0.01, . . . , 500} that maximizes the utility of the

manager of firm i given by (3.10). For a detailed description of the numerical solution,see

Appendix B.3.

This section is divided into three subsections. In Subsection 3.3.1, I discuss the ef-

fects of diminishing sensitivity and negative income on the shape of the R&D function

c(a). In Subsection 3.3.2, I relate the shapes of the R&D-expenditure functions and the

technology-gap function G(a). Finally in Subsection 3.3.3, I discuss the empirical relevance

of predictions of the prospect-theory model with diminishing sensitivity.

3.3.1 R&D expenditures

In this subsection, I discuss the shape of the R&D function c(a) in the model with di-

minishing sensitivity. I begin with a simple situation with zero profit difference x. Then

I discuss the effect of diminishing sensitivity for the profit difference x > 0. As in the

previous section, the R&D function is given by

c(a) = qcXi (a) + (1− q)cYi (a),

where cXi (a) and cYi (a) are the R&D-expenditure functions of firms X and Y , and q is the

share of firms X in the industry.

For the profit difference x = 0, the R&D-expenditure functions of firms X and Y are

equal to the R&D function cXi (a) = cYi (a) = c(a). If the R&D function c(a) is inverse

V-shaped for α = 1 and managers expect to earn non-negative incomes wi(a, ci), then

diminishing sensitivity (a reduction of α below 1) has a similar effect as risk aversion in

the expected-utility framework. The higher the R&D expenditure ci, the higher is the

difference between the income of managers in the case of a successful and failed innovation

wiS(a, ci) and wiF (a, ci), and the higher is the effect of diminishing sensitivity on the utility

of managers. Hence diminishing sensitivity tends to reduce further relatively high R&D

expenditures. Therefore, the resulting R&D function c(a) is likely to have an inverted-U

shape.

Figure 3.6 shows an example of the effect of diminishing sensitivity on the shape of

the R&D function c(a). The highest inverted-V R&D functions c(a) correspond to the

diminishing-sensitivity parameter α = 1. (They are identical to the R&D functions c(a)

in Panels 3.4A and C for x = 0.) The lower the diminishing-sensitivity parameter α, the
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Figure 3.6: An example of the effect of diminishing-sensitivity on the R&D function c(a)
The figure shows examples of R&D functions c(a) for the profit difference x = 0 and for different

values of the diminishing-sensitivity parameter α. The lower the diminishing-sensitivity
parameter, the lower is the R&D function. The dotted line which connects the peaks of the R&D
functions was found using the procedure described in Appendix B.4. The remaining parameters

are R = 0.28, ρ = 0.95, p = 0.5, ω = 40, s0 = 2, μ = 0.5, λ = 2.25, and ā = 100.

lower and flatter are the R&D functions c(a). The dashed line connects the peaks of the

functions c(a) for different levels of the diminishing-sensitivity parameter α. (It was found

using the procedure described in Appendix B.4.) Figure 3.6 suggests that for relatively
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high values of the diminishing-sensitivity parameter, the effect of diminishing sensitivity

is rather small (see also Subsection 4.2.2 for more systematic evidence on the effect of α).

This means that if c(a) is inverse V-shaped with the peak not too close to the borders of

the average-profit range a ∈ 〈0, ā〉 in the model with constant sensitivity, it is likely to be

inverse U-shaped in the model with diminishing sensitivity.

Moreover, Figure 3.6 indicates that the effect of diminishing sensitivity is different

in models A and B. While diminishing sensitivity has a relatively small effect on a∗ in

model B, a relatively large reduction in α leads to a decreasing R&D function in model A

(c(a) is decreasing for α < 0.7 in Panel 3.6A). The intuition behind the decreasing R&D

function in model A is straightforward. It follows from the mathematical formulation of

the prospect-theory value function (3.8) that a reduction in the diminishing-sensitivity

parameter α lowers the value of a change in income, and that α has a stronger effect

on the value of managers with higher incomes wi(a, ci). At the same time, managers in

model A experience a disutility of innovation that is independent of α or wi(a, ci). While

a reduction in α lowers the positive value of a given size of R&D expenditures (more

for managers with higher incomes), the disutility connected to the same R&D process

is constant. Therefore, a relatively large reduction in α leads to a more decreasing R&D

function, as managers in industries with higher average profits a (who earn higher incomes)

tend to choose relatively lower R&D expenditures.

If the profit difference x > 0, the R&D-expenditure functions cXi (a) and cYi (a) have

different shapes. The R&D-expenditure functions in Figures 3.7 and 3.8 are inverse U-

shaped in all situations, in which managers expect to earn non-negative incomes wi(a, ci).

On the other hand, the functions cYi (a) in Panels 3.7 and 3.8D are decreasing at low

average profits, where the incomes of managers of firms Y in the case of a failed innovation

wiF (a, ci) are negative. The income wiF (a, ci) is always negative, if the income of managers

of firms Y for zero R&D expenditures wi(a, ci) = wi(a, 0) = ω+s(a)(a−qx) is negative, as

wiF (a, ci) ≤ wi(a, 0). It follows from equation 3.5 that the income wi(a, 0) will be negative

at least for the average profit a = 0 if

ω − s0qx < 0. (3.27)

The decreasing part of the R&D-expenditure function cYi (a) has the following explana-

tion. Since a negative income wi(a, 0) corresponds to the convex part of the value function

(see Figure 3.1), it is attractive for managers to increase R&D expenditures ci as long

as the income in the case of a successful innovation wiS(a, ci) is negative. Once wiS(a, ci)

is positive, the additional benefit from increasing ci is low because the value function is

concave and relatively flat (due to the absence of loss aversion). Hence managers are likely

to choose the size of R&D expenditures ci such that wiS(a, ci) is positive and close to 0.

With the increasing average profit a, R&D expenditures ci necessary to reach low posi-

tive wiS(a, ci) decrease until the income wi(a, 0) = 0 (see the dotted lines in Panels 3.7

and 3.8D). Because the decreasing part of cYi (a) is usually relatively steep, the R&D func-

tion c(a) is likely to be also decreasing for low average profits a (see the solid lines in

Panels 3.7 and 3.8D).
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Figure 3.7: Examples of the R&D-expenditure functions in model A (σ = 0)
The figure shows examples of the R&D-expenditure functions of firms X and Y cXi (a) and cYi (a)
and of the R&D functions c(a). The parameters common to all panels are R = 0.28, ρ = 0.95,

p = 0.5, ω = 40, s0 = 2, μ = 0.5, α = 0.88, λ = 2.25, d = 0.05, σ = 0, and ā = 100.

Figures 3.7 and 3.8 present another interesting property of the model. The R&D func-

tion c(a) has maximum roughly at the same average profit a∗ in all panels. That is, the

effect of the profit difference x and the share of firms X in the industry q on a∗ seems

small (see Section 4.2.3 for more systematic evidence on the effect of x and q on a∗).
The intuition behind this property is as follows. If the profit difference increases by Δx in

the model with constant sensitivity (α = 1), the increasing part of the inverse V-shaped

R&D-expenditure function of firms X cXi (a) = � CX
i (a) shifts up by (1−q)Δx and the same

function of firms Y cYi (a) = � CY
i (a) shifts down by qΔx (see (3.19)). Since the decreasing

cXi (a) = cYi (a) = Ci(a) is approximately linear, the maximum of cXi (a) shifts to the left by

a distance roughly proportional to 1− q and the maximum of cYi (a) shift to the right by

a distance roughly proportional to q. Because the peaks of cXi (a) and cYi (a) tend to shift

by distances that are roughly proportional to 1− q a q also under diminishing sensitivity
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(α < 1), and the respective weights of cXi (a) and cYi (a) in the R&D function c(a) are q

and 1− q, the effect x and q on the average profit a∗ is rather small.

Figure 3.8: Examples of the R&D-expenditure functions in model B (d = 0)
The figure shows examples of the R&D-expenditure functions of firms X and Y cXi (a) and cYi (a)
and of the R&D functions c(a). The parameters common to all panels are R = 0.28, ρ = 0.95,

p = 0.5, ω = 40, s0 = 2, μ = 0.5, α = 0.88, λ = 2.25, d = 0, σ = 0.1, and ā = 100.

The figures in this subsection suggest that if managers expect to earn non-negative in-

comes wi(a, ci) and the R&D function c(a) is inverse V-shaped in the model with constant

sensitivity (α = 1), it is likely to be inverse U-shaped in the model with diminishing sensi-

tivity (α < 1). If managers earn non-negative incomes, the effect of the profit difference x

and the share of firms X in the industry q on the position of the maximum of c(a) is likely

to be small. If the income of managers of firms Y with zero R&D expenditures wi(a, 0) is

negative, the R&D function c(a) is likely to be decreasing at low average profits a. Finally,

the R&D function in model A tends to be more decreasing because of the interaction

between the disutility of innovation and diminishing sensitivity.
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3.3.2 The technology gap

This subsection discusses the factors that affect the shape of the technology-gap function

G(a). First, it relates the shapes of the R&D and technology-gap functions for the profit

difference x = 0. Then it discusses the effect of the profit difference x and the share of

firms X in the industry q on the shape of G(a).

If the profit difference x = 0, the technology-gap function is given by

G(a) = (1− p)r(a)c(a)ρ,

where p ∈ (0, 1) is the probability of success, r(a) is the reward function, ρ ∈ (0, 1〉 is the
scale parameter, and c(a) is the R&D function (for a complete technology-gap function,

see (3.26)). In model A, the shapes of G(a) and c(a) are similar and both functions have

maximum at the same average profit a (aG∗ = a∗). In model B, G(a) has maximum at

a lower average profit than c(a) (aG∗ < a∗), because the reward function r(a) is decreasing

in a. The solid lines in Figure 3.9 show examples of the R&D and technology-gap functions

for x = 0.

If the profit difference x > 0, the R&D-expenditure functions of firms X and Y cXi (a)

and cYi (a) have different shapes. Then the technology gap function is given by

G(a) = (1− q)x+ (1− p)r(a)cXi (a)ρ + (1− q)pr(a)(cXi (a)ρ − cYi (a)
ρ). (3.28)

If managers earn non-negative incomes wi(a, ci) and there is diminishing sensitivity

(α < 1), the technology-gap function G(a) is likely to have maximum at a lower average

profit a than the R&D function c(a) (aG∗ < a∗). This is because a rise in the profit

difference x tends to shift the peak of G(a) to a lower average profit aG∗. Figures 3.9

and 3.10 present the effects of x and q on the shape of the R&D function c(a) and the

technology-gap function G(a). The left panels show that a rise in x and q have almost no

effect on the position of the peak of the R&D functions a∗ (see the previous subsection

for the intuition behind this effect). If anything, the peak of the inverted-U relationship

shifts slightly downwards and to the right. The right Panels 3.9B and D show that a rise

in x shifts the peak of the technology-gap function to the right.

The explanation of the effect of x on the position of the peak of G(a) follows from the

fact that
∂4v(wi(a, ci))

∂wi(a, ci)4
< 0 if α < 1 and wi(a, ci) ≥ 0.

This means that a rise in income wi(a, ci) reduces the concavity of the value function

(3.8) at a decreasing rate for diminishing sensitivity and a non-negative income. Lower

concavity is identical to a smaller effect of diminishing sensitivity, which in turn leads to

higher R&D expenditures.

Because of the specific shape of the value function, a rise in the profit difference x

reduces the slope of the R&D-expenditure functions of firms X cXi (a) and increases the

slope of the R&D-expenditure functions of firms Y cYi (a). It increases the income of man-

agers of firms X, which reduces the effect of diminishing sensitivity more for lower average
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Figure 3.9: Examples of the R&D and technology-gap functions for changing x
The figure shows examples of the R&D functions c(a) and the technology-gap functions G(a) for

different levels of the profit difference x. The parameters common to all panels are q = 0.5,
R = 0.28, ρ = 0.95, p = 0.5, ω = 40, s0 = 2, μ = 0.5, α = 0.88, λ = 2.25, and ā = 100.

profits a. Hence a rise in x tends to increase the R&D expenditures more for lower av-

erage profits a, so that the slope of cXi (a) is lower across the entire average-profit range

a ∈ 〈0, ā〉. On the other hand, a rise in the profit difference x tends to reduce the income

of managers of firms Y . It increases the effect of diminishing sensitivity more for lower

average profits a, so that the slope of cYi (a) is higher across the entire average-profit range

a ∈ 〈0, ā〉. (Compare the slopes of cXi (a) = cYi (a) in Panels 3.7 and 3.8A to the slopes of

cXi (a) and cYi (a) in Panels 3.7 and 3.8B.) Furthermore, the slope of cXi (a) is even lower

and the slope of cYi (a) even higher in model A because of positive disutility of innovation.

If a rise in the profit difference x reduces the slope of cXi (a) and increases the slope of

cYi (a), then it is likely to reduce also the average profit aG∗. This is because a rise in x shifts

the peak of cXi (a) to a lower average profit a, and reduces the slope of cXi (a)ρ − cYi (a)
ρ

at least in the part of the average-profit range where cYi (a) is increasing. The latter effect
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arises for the following reason. If cYi (a) is increasing, it is either true that ∂cXi (a)/∂a < 0,

or that ∂cYi (a)/∂a > ∂cXi (a)/∂a ≥ 0 and cXi (a) > cYi (a). In both instances, the slope of

the difference cXi (a)ρ − cYi (a)
ρ, which is given by

ρcXi (a)ρ−1
∂cXi (a)

∂a
− ρcYi (a)

ρ−1∂cYi (a)
∂a

< 0.

Figure 3.10: Examples of the R&D and technology-gap functions for changing q
The figure shows examples of the R&D functions c(a) and the technology-gap functions G(a) for
different shares of firms X in the industry q. The parameters common to all panels are x = 35,

R = 0.28, ρ = 0.95, p = 0.5, ω = 40, s0 = 2, μ = 0.5, α = 0.88, λ = 2.25, and ā = 100.

Furthermore, if managers earn non-negative incomes wi(a, ci) and there is diminishing

sensitivity (α < 1), a reduction in the share of firms X in the industry q increases the

slope of the technology-gap function G(a) at least in the part of the average-profit range

where cYi (a) is increasing. The intuition behind this effect is straightforward. It follows

from 3.28 that a reduction in q increases the contribution of x and pr(a)
(
cXi (a)ρ − cYi (a)

ρ
)

to the value of G(a). This leads to a steeper technology-gap function G(a) at least in the
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part of the average-profit range where cYi (a) is increasing, because x is a constant and

pr(a)
(
cXi (a)ρ − cYi (a)

ρ
)
is decreasing in a if ∂cYi (a)/∂a > 0. Therefore, a reduction in q

tends to shift the maximum of an inverted-U technology-gap function G(a) to a lower

average profit aG∗

The shape of the technology-gap function G(a) might change if the income of managers

of firms Y wiF (a, ci) is negative for low average profits a (because ω − s0qx < 0). Then

the R&D function of firms Y cYi (a) is likely to be decreasing in a. If the slope of the R&D

function of firms X cXi (a) is positive, the difference cXi (a)ρ − cYi (a)
ρ is increasing in a.

Consequently, the technology-gap function G(a) is likely to be increasing at low average

profits a (see the dotted lines in Panels 3.10B and D).

This subsection shows that if the profit difference x = 0, the technology-gap function

G(a) has maximum at the same average profit as the R&D function c(a) in model A

(aG∗ = a∗) and at a lower average profit in model B (aG∗ < a∗). Furthermore, if managers

earn non-negative incomes wi(a, ci) ≥ 0 and the diminishing-sensitivity parameter α < 1,

a rise in the profit difference x and a reduction in the share of firmsX in the industry q tend

to shift the maximum of the inverted-U technology-gap function G(a) to a lower average

profit aG∗. Finally, if the income of managers of firms Y with zero R&D expenditures is

negative, the technology-gap function is likely to be increasing at low average profits a.

3.3.3 Empirical relevance of the results

In this subsection, I discuss whether the R&D and technology-gap functions in Figures 3.9

and 3.10 correspond to the empirical findings of Aghion et al. (2005) and Hashmi (2005).

In Figures 3.9 and 3.10, I use the same parameter values as in Figures 3.4 and 3.5 except

for the value of the diminishing-sensitivity parameter α.

The diminishing-sensitivity parameter α is 0.88, which is the value estimated by Tver-

sky & Kahneman (1992). However, the size of the effect is reduced by the fact that one

unit of the income is interpreted as $10,000. The average profit a ∈ 〈0, 100〉 generates

a range of profitability from 0 to 0.14, which is similar to the range reported by Aghion et

al. (2005). The opportunity parameter R = 0.28 generates a higher return to R&D expen-

ditures compared to the model with constant sensitivity. Because the R&D expenditures

in Figures 3.9 and 3.10 are lower than in Figures 3.4 and 3.5, the lowest returns to R&D

expenditures in Figures 3.9 and 3.10 are 14% in model A and 6% in model B.

Compared to predictions of the basic model and the PT model with constant sensitivity

(see Figures 2.3, 3.4 and 3.5), the shapes of the R&D and technology-gap functions shown

in Figures 3.9 and 3.10 are more similar to the relationships found by Aghion et al. (2005)

and Hashmi (2005).

• The inverted-U shape of the R&D functions is consistent with the empirical findings

of Aghion et al. (2005) and Hashmi (2005). The R&D expenditures are around $10

millions in both models, which is below the maximum realistic R&D expenditures

of $30 millions (for the discussion of the realistic R&D expenditures, see Subsec-

tion 2.2.4).
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• The technology-gap function is decreasing if the profit difference x is high and the

share of firms X in the industry q is low. This result is consistent with the empirical

findings of Aghion et al. (2005). On the other hand, the technology-gap function

G(a) is flat and inverse U-shaped if x is low and q is high, which is consistent with

the findings of Hashmi (2005). (In Subsection 2.2.3, I explain why we might use

higher x for explaining the empirical findings of Aghion et al. 2005, than for the

findings of Hashmi 2005.)

3.4 Summary

This chapter has introduced the prospect-theory model of innovation that explains the

inverted-U relationship between profitability and innovation, and the relationships between

profitability and the technology gap found by Aghion et al. (2005) and Hashmi (2005).

The model is presented in two versions. First, I analyze predictions of the prospect-theory

model with constant sensitivity. Then I add diminishing sensitivity to the model and

discuss predictions of the complete model.

In the model, managers expect to earn a share of the profits of their firms. The profits

depend on industry-specific factors and other firm-specific factors, which determine the

average profit in the industry, and on the outcome of the R&D process and on the size

of R&D expenditures chosen by the managers. The higher the R&D expenditures, the

higher the cost that must be paid if the innovation fails, and the larger is the reward if

the innovation succeeds. In fact, by choosing the R&D expenditures, the managers create

a lottery in which they earn higher incomes if the innovation succeeds, and lower incomes

if it fails. The managers choose R&D expenditures in order to maximize their utility. The

utility of the lottery is determined using the prospect-theory value function. Furthermore,

a rise in R&D expenditures reduces the utility of managers in model A (disutility of

innovation).

The explanation of the inverted-U or inverted-V relationship between the average

profit and R&D expenditures of individual firms has two parts. First, a rise in the av-

erage profit increases R&D expenditures of low-profit firms because of the loss-aversion

and diminishing-sensitivity principles of the prospect-theory value function. Managers ex-

pecting low incomes choose relatively small R&D expenditures in order to avoid negative

incomes (loss aversion) or very low positive incomes (diminishing sensitivity), if their

firms fail to innovate. Hence managers of less profitable firms prefer relatively low R&D

expenditures because of the properties of the value function. Second, a rise in the average

profit reduces R&D expenditures of high-profit firms either because of a combination of

the decreasing effective ownership, disutility of innovation and diminishing sensitivity in

model A, or because of decreasing return to R&D expenditures in model B. In model A,

the disutility of an innovation of a certain size is constant, but the value of the same in-

novation decreases in the average profit because of the decreasing effective ownership and

diminishing sensitivity. At relatively high average profits, the disutility of innovation may
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outweigh the positive value of the R&D process, so that managers prefer smaller R&D

expenditures.

The forms of the relationships between the average profit and average R&D expendi-

tures in the industry (R&D function) and the average profit and the technology gap in

the industry (technology-gap function) depend on the differences in profits of firms in the

industry due to other firm-specific factors. If the differences in profits of firms are small,

the R&D and technology-gap functions tend to be inverse U- or V-shaped. The R&D

function will have a similar form as the individual relationships, because it is an average

of the individual inverted-U or inverted-V relationships. The technology-gap function is

likely to be inverse U- or V-shaped because higher R&D expenditures lead to more im-

portant differences between technologies of successful and failed innovators, and therefore

to higher technology gaps.

On the other hand, if the differences in profits of firms are relatively large, the R&D

function may be inverse U- or V-shaped and the technology-gap may be decreasing in

profits. A decreasing technology-gap function may result from two effects. First, in an

industry with low average profits, managers of relatively more profitable firms are less

affected by loss aversion or diminishing sensitivity and therefore choose higher R&D ex-

penditures than managers of relatively less profitable firms. With an increasing average

profit in the industry, the difference between R&D expenditures of these firms decreases,

which contributes to a decreasing technology-gap function. Second, the size of the technol-

ogy gap depends more on R&D expenditures of relatively more profitable firms. Since their

relationship between the average profit and R&D expenditures is decreasing over a wider

average-profit range compared to the R&D function, also the technology-gap tends to be

more decreasing than the R&D function.

Using a specific set of parameters, the predicted inverted-U or inverted-V relationships

between the average profit and R&D expenditures correspond to the empirical findings

of Aghion et al. (2005) and Hashmi (2005). Also the relationships between the average

profits and the technology gap correspond well to the empirical evidence. The predicted

relationship is decreasing in profits (as in Aghion et al. 2005), if the differences in the

profits of firms are large. On the other hand, it is inverse U- or V-shaped (as in Hashmi

2005), if the differences in profits are relatively small. The question is why should the

differences in profits be smaller in the US than in the UK. One possible answer is that

Aghion et al. (2005) uses a broader definition of industries (2-digit SIC codes) than Hashmi

(2005) (4-digit SIC codes). In more broadly defined industries, other firm-specific factors

are likely to lead to higher differences in profits of firms.

The problem of the approach presented in this chapter is that predictions are generated

only for specific combinations of parameters. It is therefore not clear whether the results

hold for other combinations of parameters. The robustness of the results to variation in

parameters is investigated in the following chapter.



Chapter 4

Sensitivity analysis

In the previous chapters, I have shown that for some combinations of parameters the ba-

sic and PT models generate predictions that explain the inverted-U relationship between

profitability and innovation and the empirical findings related to Prediction B of Aghion

et al. (2005). In this chapter, I investigate whether the predictions also hold for different

values of parameters. It is important to state here that the aim of the chapter is not to

show that the models generate the required predictions for all realistic parameter combi-

nations. As shown in Chapter 1, there are many studies finding increasing or decreasing

relationships between competition and innovation. Therefore, it would be incorrect to

conclude that the models are empirically irrelevant only because they provide other than

inverted-V or inverted-U relationships for realistic parts of the parameter space. Instead

the aim of the chapter is to show that the basic and prospect-theory models are able to

explain the empirical evidence related to the inverted-U relationship between profitability

and innovation. In line with this aim, the chapter discusses whether the models generate

predictions consistent with the empirical evidence for a wider range of parameters around

the parameter combinations used in the previous chapters.

This chapter consists of two sections. In Section 4.1, I discuss the robustness of pre-

dictions of the basic model. First, I review the conditions under which the model gives

the required predictions. Then I discuss the determinants of robustness of the predic-

tions and present parts of the parameter space specified by the conditions. In Section 4.2,

I discuss the sensitivity of the results of the prospect-theory model to variation in param-

eters. I introduce simulations that produce predictions for a large number of parameter

combinations and present the predictions graphically.

4.1 The basic model

This section discusses the robustness of predictions of the basic model. In order to simplify

the discussion, I assume a fixed range of industry-specific profit equal to b ∈ 〈0, 100〉
(for a justification of the range, see Subsection 2.2.4). The section proceeds as follows.

In Subsection 4.1.1, I discuss the properties of the parameter space for which the R&D

function c(b) has maximum at the industry-specific profit 0 < b∗ < 100, forming an

81
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inverted-V or inverted-U relationship. Moreover, I show parts of the parameter space

graphically. In Subsection 4.1.2, I present the conditions for which the technology-gap

function G(b) has maximum at bG∗ = 0 or 0 < bG∗ < 100. Finally in Subsection 4.1.3,

I summarize the main findings of the section.

4.1.1 R&D expenditures

For clarity of presentation, I split the parameter space into two parts depending on the

relative size of the firm-specific profit f . I have shown in Section 2.2.2 that if the firm-

specific profit is low enough so that

f < (ρ+ ρR)
1

1−ρ ,

the R&D function c(b) is inverse U- or V-shaped if the opportunity parameter

R ≥ σ = LB and R <
1001−ρ

ρ
+ σ − 1 = UB1, (4.1)

where σ > 0 is the slope parameter, and ρ ∈ (0, 1) is the scale parameter. The difference

between the lower boundary LB and upper boundary UB1 in (4.1) is decreasing in the

scale parameter ρ (as ∂UB1/∂ρ < 0) and constant in all other parameters.

Panels 4.1A, C and E present three parts of the parameter space described by con-

dition (4.1) for the scale parameters ρ = 0.925, 0.95, and 0.975. The R&D function is

inverse V- or U-shaped for all combinations of the opportunity parameters R and the

slope parameters σ corresponding to the points between the upper and lower boundaries.

The panels show clearly that a reduction in the scale parameter ρ increases the distance

between the boundaries and that the distance remains constant for different values of the

slope parameter σ.

I have also shown in Section 2.2.2 that if the firm-specific profit is high enough so that

f ≥ (ρ+ ρR)
1

1−ρ ,

the R&D function is inverse V-shaped if the opportunity parameter

R ≥ LB and R < UB1 and R <

(
100(1− ρ)(1− q)

qρ
1

1−ρσ

) 1−ρ
ρ

− 1 = UB2, (4.2)

where q ∈ (0, 1) is the share of firms X in the industry. There is one lower boundary LB

and two upper boundaries UB1 and UB2. If UB1 ≤ UB2, we have the same situation as

in (4.1) – the difference between the boundaries is decreasing in the scale parameter ρ and

constant in all other parameters. If UB1 > UB2, the difference between the boundaries

is decreasing in the share of firms X in the industry q, slope parameter σ, and scale

parameter ρ (as ∂UB2/∂q < 0, ∂UB2/∂σ < 0, and ∂UB2/∂ρ < 0) and constant in all

other parameters.
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Figure 4.1: Combinations of parameters for which 0 < b∗ < b̄
The figure shows the combinations of parameters for which 0 < b∗ < b̄ for the range of the

industry-specific profit b ∈ 〈0, 100〉. The parameter combinations lie between the lines LB and
UB1 in Panels A, C, and E, and in the area to the left of the lines in Panels B, D, and F.
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Panels 4.1B, D and F present nine parts of the parameter space determined by con-

ditions (4.2) for the slope parameters σ = 0.05, 0.1, and 0.15 and the scale parameters

ρ = 0.925, 0.95, and 0.975. The R&D function c(b) is inverse V-shaped for all combinations

of the opportunity parameter R and the share of firms X in the industry q that correspond

to points within the areas to the left of the lines (the lower horizontal line is LB, the upper

horizontal line UB1, the decreasing line UB2). The panels show that a reduction in the

scale parameter ρ and the slope parameter σ increases the parameter space for which the

R&D function c(b) inverse V-shaped.

4.1.2 The technology gap

In Section 2.2.3, I have shown that if condition (2.11) holds, that is if

R <
b̄1−ρ

ρ
+ σ − 1,

the shape of the technology-gap function G(b) depends on the firm-specific profit f :

• If f = 0, the maximum ofG(b) corresponds to the industry-specific profit 0 < bG∗ < b̄

and the technology-gap function G(b) is inverse V-shaped.

• If f ≥ (ρ + ρR)
1

1−ρ , the industry-specific profit bG∗ = 0 and the technology-gap

function G(b) is decreasing.

• If 0 < f < (ρ + ρR)
1

1−ρ , the maximum of the technology-gap function G(b) corre-

sponds to the industry-specific profit 0 < bG∗ < b̄ or bG∗ = 0 depending on the values

of parameters. Moreover, the higher the firm-specific profit f and the lower the share

of firms X in the industry q, the lower is the slope of the part of the technology-gap

function G(b). That is, the entire technology-gap function G(b) is more likely to have

the maximum at bG∗ = 0, if f is high and q is low.

Figure 4.2 presents the parameter space that determines the shape of the technology-

gap function G(b) for three values of scale parameter ρ = 0.925, 0.95, and 0.975 given

condition (2.11) holds. The lines are given by f = (ρ+ ρR)
1

1−ρ , or inversely by

R =
f1−ρ

ρ
− 1.

A rise in the scale parameter ρ shifts the lines up if f > e
− 1

ρ . (Since ρ < 1, a rise

in ρ shifts the lines up always if f ≥ 1/e ≈ 0.37.) The technology-gap function G(b)

is inverse V-shaped for all parameters along the vertical axis (f = 0). It is decreasing

for all combinations of parameters corresponding to the points to the right of the lines.

For the remaining combinations of parameters, the technology-gap function G(b) has the

maximum either at 0 < bG∗ < b̄ or at bG∗ = 0.
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Figure 4.2: Combinations of parameters that determine the shape of G(b)
The figure shows the combinations of parameters for which the technology-gap function G(b) is
decreasing or inverse V- or U-shaped for different values of the scale parameter ρ = 0.925, 0.95,

and 0.975, and the maximum industry-specific profit b̄ = 100.

4.1.3 Summary

In this section, I discussed shortly the size of the parameter space for which the basic model

produces realistic predictions for the range of the industry-specific profit of b ∈ 〈0, 100〉. It
follows from the above analysis that the model generates predictions that are in line with

the empirical evidence for a wider range of parameters around the parameter combinations

used in Chapter 2. More specifically, a reduction in the scale parameter ρ increases the

parameter space consisting of all remaining parameters for which the basic model generates

the required predictions. Furthermore, I find that the lower the scale parameter ρ, the

share of firms X in the industry q and the slope parameter σ, the wider is the range of the

opportunity parameter R and the firm-specific profit f for which 0 < b∗ < b̄ and bG∗ = 0.

This result is consistent with the empirical findings and predictions of the model of Aghion

et al. (2005). Similarly, the lower the scale parameter ρ and the firm-specific profit f , the

larger is the parameter space consisting of all remaining parameters for which 0 < b∗ < b̄

and 0 < bG∗ < b̄. These predictions are consistent with the empirical findings of Hashmi

(2005).
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4.2 The prospect-theory model

In this section, I discuss the effect of a variation in parameters on predictions of the

prospect-theory model. I propose simulations that measure the position of the peak of the

R&D and technology-gap functions for different combinations of parameters. The results

of the simulations are presented in a convenient graphical form.

Furthermore, this section discusses mainly the robustness of the prospect-theory model

with diminishing sensitivity. The sensitivity analysis of the model with constant sensitivity

is limited to the discussion of the value of the minimum loss-aversion parameter λ (3.17).

This approach was chosen mainly due to space limitations. There are, however, two other

reasons for concentrating more on the prospect-theory model with diminishing sensitivity.

• It is possible to analyze predictions of the model with constant sensitivity only thanks

to the additional assumptions of constant sensitivity and non-negative income, that

are not present in the model with diminishing sensitivity. It means that the model

with constant sensitivity is a special case of the model with diminishing sensitivity.

• The solution of the model with constant sensitivity in Section 3.2 reveals great

similarity to the solution of the basic model. For this reason, we might expect that

the PT model with constant sensitivity generates the required predictions for a wider

range of parameters around the parameters used in Section 3.2, as in the case of the

basic model. However, due to a higher number of parameters in the PT model with

constant sensitivity it is difficult to analyze the model in a similar way as in the

previous section.

The section is divided in three parts. In Subsection 4.2.1, I start with a simplified

situation. I test the robustness of the R&D and technology-gap functions if firms X and Y

earn the same profits (x = 0). Then in Subsection 4.2.2, I discuss the effect of the individual

parameters on the relationship between profits and innovation. Finally in Subsection 4.2.3,

I test the robustness of predictions of the model to variation in parameters for different

combinations of the profit difference x and the share of firms X in the industry q.

4.2.1 Zero profit difference

This subsection explores the effect of a variation in parameters on predictions of the

prospect-theory model for the profit difference x = 0. I start with the zero-profit-difference

situation for the following reasons. If x = 0, the technology-gap function G(a) has a similar

shape to the R&D function c(a). Also, the shapes of both functions are not influenced by

the share of firms X in the industry q. This simplifies the presentation of the results of

sensitivity analysis in this section, and facilitates the discussion of the effects of variation

in individual parameters in Subsection 4.2.2.

Furthermore, if the income of managers of firms Y is non-negative and the R&D

function c(a) and technology-gap function G(a) are inverse U-shaped for x = 0, c(a) is
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likely to be inverse U-shaped and G(a) is likely to be either decreasing or inverse U-

shaped also for x > 0 (see Section 3.3 for a detailed discussion). Hence the results of the

robustness test for zero profit difference provide relevant information about the robustness

of the model for positive profit differences.

Description of simulations

The simulations measure the effect of variation of parameters on the shape of the R&D

and technology-gap functions c(a) and G(a) for a given average-profit range a ∈ 〈0, 100〉.
In the simulation, I change the values of all parameters that may affect the shape of c(a) or

G(a) for zero profit difference with one exception. The loss-aversion parameter is set at the

value directly estimated by Tversky & Kahneman (1992), which is equal to λ = 2.25. This

way, I reduce the computational burden of the simulation without significantly affecting

the results, because the loss-aversion parameter has very limited or no effect on the shapes

of c(a) or G(a). This is because diminishing-sensitivity (α < 1) reduces the size of R&D

expenditures of firms so that the income in the case of a failed innovation wiF (a, ci) is

usually higher than zero. Hence loss aversion in the model with diminishing sensitivity

usually does not directly restrict the size of R&D expenditures as in the model with

constant sensitivity.

In the simulations, I change the values of the following nine parameters: the opportunity

parameter R, scale parameter ρ, disutility parameter d in model A, slope parameter σ in

model B, probability of success p, base salary ω, ownership share s0, decreasing-ownership

parameter μ, and diminishing-sensitivity parameter α. Simulations in models A and B use

different parameters, as the slope parameter σ in model A and the disutility parameter d in

model B are equal to zero by definition. So I change the values of eight parameters in each

simulation. Furthermore, there are two types of simulation depending on the magnitude

of the variation of parameters: a 25% variation and a 50% variation. Hence we have the

following four simulations: the 25% and 50% variation in model A, and the 25% and 50%

variation in model B.

In each simulation, I use three different values of parameters (see Table 4.1):

• Medium value is equal to the value of the parameters presented in Subsections 3.2.4

and 3.3.3. The parameters that have different values in models A and B are the

disutility parameter d (model A: d = 0.05, model B: d = 0) and slope parameter σ

(model A: σ = 0, model B: σ = 0.1).

• Low value is equal to the medium value minus 25% of the medium value (25%

variation), or minus 50 % of the medium value (50% variation).

• High value is equal to the medium value plus 25% of the medium value (25% varia-

tion), or 50 % of the medium value (50% variation). The only exception is the value

of the slope parameter σ in the 50% variation that is increased only to σ = 0.14, so

that it does not exceed the low value of the opportunity parameter R in the 50%

variation.
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Furthermore, high and low values of the scale parameter ρ and the diminishing-

sensitivity parameter α are calculated from 1−ρ and 1−α. For example, the 50% variation

of α = 0.88 is α = {0.82, 0.88, 0.94}. It is because 1 − ρ measures the size of decreasing

returns to scale, and 1− α measures the size of diminishing sensitivity.

Parameters 25% variation 50% variation

opportunity parameter R 0.21, 0.28, 0.35 0.14, 0.28, 0.42

scale parameter ρ 0.9375, 0.95, 0.9625 0.925, 0.95, 0.975

disutility parameter d (model A) 0.0375, 0.05, 0.0625 0.025, 0.05, 0.075

disutility parameter d (model B) 0 0

slope parameter σ (model A) 0 0

slope parameter σ (model B) 0.075, 0.1, 0.125 0.05, 0.1, 0.14

probability of success p 0.375, 0.5, 0.625 0.25, 0.5, 0.75

base salary ω 30, 40, 50 20, 40, 60

ownership share s0 1.5, 2, 2.5 1, 2, 3

decreasing-ownership parameter μ 0.375, 0.5, 0.625 0.25, 0.5, 0.75

diminishing-sensitivity parameter α 0.85, 0.88, 0.91 0.82, 0.88, 0.94

loss-aversion parameter λ 2.25 2.25

Table 4.1: The values of parameters used in the proposed simulations.

For each combination of parameters in Table 4.1, I obtain one R&D function c(a)

and one technology-gap function G(a). Using three values of each of the eight parameter,

I obtain a set of 6 561 pairs of the R&D and technology-gap functions c(a) and G(a) from

each simulation. The information that characterizes well the shape of the functions c(a)

and G(a) is the position of the maximum. As in the previous chapter, a∗ represents the

average profit that corresponds to the maximum of c(a), and aG∗ denotes the average

profit that corresponds to the maximum of G(a). (I derive the data on a∗ and aG∗ using

the procedure described in Appendix B.4.) Therefore, each simulation generates a set of

6, 561 values of the average profits a∗ and aG∗.
In model A, the R&D and technology-gap functions c(a) and G(a) have the highest

values at the same average profit, i.e. a∗ = aG∗. This is because for x = 0, the R&D

function c(a) = cXi (a) = cYi (a) and the technology gap function is

G(a) = (1− p)r(a)cXi (a)ρ,

where the reward function r(a) is a constant. In model B, the R&D function peaks at

a higher average profit than the technology-gap function (a∗ > aG∗) because r(a) is de-

creasing in the average profit a.
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Results of simulations

I present the data generated in the simulations using two functions:

• The function F (a) measures the share of the R&D functions c(a) with the average

profit a∗ ≤ a. E.g. F (0) = 0.1 means that the maximum of 10% of the functions

generated in the simulation corresponds to a = 0.

• The function H(a) measures the share of the technology-gap functions G(a) with

the average profit aG∗ ≤ a. E.g. H(30) = 0.2 means that 20% of the set of the

technology-gap functions have the maximum at a ≤ 30.

The functions F (a) and H(a) are identical in model A, since the functions c(a) and G(a)

have maximum at the same average profit. In model B, c(a) peaks at a higher average

profit than G(a), therefore F (a) < H(a) for any average profit a ∈ 〈0, 100〉.
Figure 4.3 presents functions F (a) and H(a) for all four simulations. Panel A presents

functions F (a) and H(a) for the 25% variation in model A and B. Panel B presents

functions F (a) and H(a) for the 50% variation in model A and B. The interpretation of

the figure is straightforward. The values of F (0) and H(0) measure the share of R&D

and technology-gap functions c(a) and G(a) in a given set of 6,561 functions that have

the maximum at the average profit a = 0. In the PT model with diminishing sensitivity,

these functions are likely to be decreasing in the average profit a. On the other hand, the

values of 1−F (99.9̄) and 1−H(99.9̄) show the share of the functions with the maximum

at a = 100. These functions are likely to be increasing in the average profit a. Finally, the

values of F (99.9̄)−F (0) and H(99.9̄)−H(0) measure the share of functions with the peak

at 0 < a < 100. There functions are likely to have an inverted-U form.

For example, the solid line in Panel B shows that approximately 20% of the R&D and

technology-gap functions generated by the 50% variation in model A are decreasing in the

average profit a (F (0) ≈ 0.2), 16% of the functions are increasing in a (F (100)−F (99.9) ≈
0.16) and approximately 64% of the functions are inverse U-shaped (F (99.9) − F (0) ≈
0.64). Furthermore, the figure provides information about the share of the functions with

the maximum at any range of the average profit. For example, the solid line in Panel A

also shows that the share of functions generated by the 50% variation in model A with

20 < a∗ < 60 is approximately 30%. The figure also shows that the functions F (a) are

below the functions H(a) in model B. However, the difference between the functions is

rather small. Hence the shift of the technology-gap function G(a) due to a decreasing

reward function r(a) is relatively unimportant.
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Figure 4.3: The effect of variations in parameters on predictions of the model
The lines present the functions F (a) and H(a) that measure the share of the functions c(a) and
G(a) with a∗ and aG∗ lower or equal to a ∈ 〈0, 100〉 in a set of 6,561 functions c(a) and G(a)

generated for the parameter values from Table 4.1.
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Table 4.2 summarizes the main findings presented in Figure 4.3. The second column

(denoted by a∗ = aG∗ = 0) presents the shares of the decreasing R&D and technology-

gap functions c(a) and G(a) in the datasets generated by the four simulations. While the

shares are the same in model A, the share of the decreasing R&D functions c(a) is lower

than the share of the decreasing technology-gap functions G(a) in model B. The third

column displays the share of the increasing c(a) and G(a). Most importantly, the fourth

column shows what share of the R&D and technology-gap functions is inverse U-shaped.

We see that the results are similar in both models A and B and that the share of inverse

U-shaped R&D and technology-gap functions is lower for the 50% variation than for the

25% variation.

Sets of c(a) and G(a) a∗ = aG∗ = 0 a∗ = aG∗ = 100 0 < a∗ = aG∗ < 100

25% variation, model A 0.04 0.02 0.94

50% variation, model A 0.20 0.16 0.64

Sets of c(a) a∗ = 0 a∗ = 100 0 < a∗ < 100

25% variation, model B 0.01 0.03 0.96

50% variation, model B 0.15 0.2 0.65

Sets of G(a) aG∗ = 0 aG∗ = 100 0 < aG∗ < 100

25% variation, model B 0.02 0.02 0.96

50% variation, model B 0.16 0.19 0.65

Table 4.2: A summary of the main findings presented in Figure 4.3
The table shows shares of the R&D functions c(a) with a∗ = 0, a∗ = 100 and 0 < a∗ < 100

and the shares of the technology-gap functions G(a) with aG∗ = 0, aG∗ = 100, and 0 < aG∗ < 100
in different sets of c(a) and G(a).

The interpretation of the results is straightforward. If the profit difference is x = 0,

approximately 95% of all R&D and technology-gap functions c(a) and G(a) created in the

25% variation are inverse U-shaped, and 64 or 65% of c(a) andG(a) functions created in the

50% variation are inverse U-shaped. Furthermore, if the R&D function is inverse U-shaped,

also all technology gap functions in model A and a large majority of the technology gap

functions in model B are inverse U-shaped. This pattern is consistent with the empirical

findings of Hashmi (2005).

Moreover, the previous chapter shows that if the functions c(a) and G(a) are inverse

U-shaped for the profit difference x = 0, c(a) tends to be inverse U-shaped and G(a)

either decreasing or inverse U-shaped for positive profit differences. Therefore, a similar

proportion of the functions that are consistent with the empirical findings of Hashmi

(2005) are likely to be consistent either with the findings of Hashmi (2005) or Aghion

et al. (2005) if the profit difference is positive. But before I consider predictions of the

model for positive profit differences, I explore the effect of individual parameters on the

robustness of predictions for the profit difference x = 0.



92 CHAPTER 4. SENSITIVITY ANALYSIS

4.2.2 The effect of individual parameters

In this subsection, I keep one of the parameters constant and vary all other parameters

of the simulation. This way, I decompose each of the functions F (a) presented in the

previous subsection into 24 different functions, one for each value of the parameters. That

is, each of the four datasets (the 25% and 50% variations in model A and the 25% and

50% variations in model B) containing 6,561 values of a∗ is divided into 24 subsets each

containing 2,187 values of a∗. The functions F (a) for the data of each of the subsets

are presented in Figures 4.4–4.10. Each function F (a) corresponds to one value of the

parameters that are varied in Table 4.1. For example, the solid line in Panel 4.4A presents

the functions F (a) using the dataset generated by the 25% variation in model A for the

opportunity parameter R = 0.21.

The aim of this exercise is to see what is the effect of variation in individual parameters

on the distribution of the shapes of the R&D functions c(a). In particular, we will consider

two related questions:

1. What is the direction and size of a shift in the function F (a) due to a rise in individual

parameters. Both the direction and size of the effect are apparent from the following

figures. We may capture the effect also using the measure A∗, that is calculated as

the average of 2,187 values of a∗ in a given dataset (for the values of A∗ for each of

the datasets, see Table 4.4). This discussion provides us with information about the

results of the model for different values of the individual parameters. Moreover, we

find out what parameters contribute more to the variation in the average profit a∗.

2. What is the effect of variation in individual parameters on the robustness of the

inverted-U result between the average profit and R&D expenditures. The measure

of robustness of the inverted-U result we used already in the previous subsection is

the share of the R&D functions with 0 < a∗ < 100, which will be denoted by I (for

the values of I for each of the datasets, see Table 4.4). We will see whether a change

in the value of a parameter in both directions reduces the robustness of the inverted-

U result to variation in all other parameters, or whether a change in some direction

increases the robustness of the prediction. If a change in both directions reduces

the robustness of the inverted-U result, high and low values of the parameter are

clearly responsible for a relatively larger share of the increasing or decreasing R&D

functions. Then variation of the parameter reduces the robustness of the inverted-U

result for the entire dataset.
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Datasets
model A model B

25% variation 50% variation 25% variation 50% variation
I A∗ I A∗ I A∗ I A∗

R
low 0.9 20.4 0.59 14.8 0.96 17.2 0.64 11.2

medium 0.98 38 0.7 42.3 1 34.7 0.79 44.1
high 0.95 55.6 0.63 64.4 0.91 56.6 0.52 73.2

ρ
low 0.93 25.4 0.67 23.4 0.96 21.7 0.71 20

medium 0.96 36.4 0.67 38.1 1 33.7 0.72 40
high 0.94 52.2 0.57 60 0.91 53.1 0.53 67.8

d or σ
low 0.95 48.3 0.65 56 0.9 45.7 0.55 56.2

medium 0.95 40.1 0.66 38.2 0.99 35 0.70 40.6
high 0.93 28.6 0.61 27.3 0.98 27.8 0.70 31.7

p
low 0.96 43.6 0.7 48 0.97 40 0.7 48.8

medium 0.95 37.9 0.66 40 0.97 35.6 0.66 42
high 0.92 32.6 0.56 34 0.95 32.6 0.59 37.7

ω
low 0.97 41.2 0.72 44.9 0.96 39.4 0.75 47.7

medium 0.95 37.9 0.63 40.1 0.96 36.1 0.65 42.4
high 0.92 34.9 0.57 36.6 0.94 33 0.56 38.4

s0

low 0.89 25.5 0.59 21.3 0.94 32.7 0.54 37.3
medium 0.98 39.2 0.71 43.9 0.96 36.7 0.68 44.1
high 0.96 49.3 0.73 56.3 0.96 39.2 0.73 47.1

μ
low 0.92 45.9 0.7 48 0.96 35.8 0.66 41.9

medium 0.96 37.2 0.66 39.4 0.95 36.1 0.66 42.5
high 0.96 31 0.74 30.1 0.95 36.6 0.63 44.1

α
low 0.95 33.7 0.64 34.2 0.96 39.1 0.67 47.1

medium 0.95 38.4 0.65 41.6 0.96 36.3 0.66 43.3
high 0.94 41.9 0.61 45.7 0.95 33.1 0.62 38.2

Table 4.3: The effect of individual parameters
The columns labeled by I present the values of the share of the R&D functions with 0 < a∗ < 100

for 96 different subsets of 2,187 values of the average profit a∗. The columns labeled by A∗

present the average value of a∗ calculated for 24 different subsets of 2,187 values of a∗.

The opportunity parameter R

A rise in the opportunity parameter R shifts the functions F (a) in Figure 4.4 to the right.

It means that on average, the maximum of the R&D function c(a) shifts to a higher average

profit a. The shift of the function F (a) due to a rise in the opportunity parameter R from

low to high values is larger in model B than in model A. In model A, a rise in R from low

to high values increases A∗ approximately by 35 (25% variation) or 49 (50% variation). In

model B, a rise in the average profit a from low to high values increases A∗ approximately

by 39 (25% variation) or 62 (50% variation).

It is evident from Figure 4.4 that a rise or a reduction in R reduces robustness of

the inverted-U result, as the functions F (a) for high and low R indicate a higher share
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of increasing or decreasing R&D functions than the functions F (a) for the medium value

R = 0.28. This effect is more evident in model B. Consistently with this observation, the

value of I for the medium value of R = 0.28 in Table 4.4 is higher than for high and low

values of the opportunity parameter R.

Figure 4.4: The effect of the opportunity parameter R
The figure presents the effect of the opportunity parameter R on functions F (a). Each line
corresponds to a dataset of 2,187 observations generated using the process described in

Appendix B.4 for given values of R, the profit difference x = 0 and the parameter values from
Table 4.1.

The scale parameter ρ

Variation in the scale parameter ρ has similar effects as variation in the opportunity

parameter R. A rise in ρ leads to a rightward shift of the functions F (a) (see Figure 4.5).

That is, the peak of c(a) moves on average to a higher average profit a. The shift of F (a)

is somewhat smaller compared to the shift due to a rise in the opportunity parameter R.

Table 4.4 shows that a rise in ρ from low to high values increases A∗ by approximately 27
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(25% variation) or 37 (50% variation) in model A and by 31 (25% variation) or 48 (50%

variation) in model B.

As in Figure 4.4, the shapes of the functions F (a) for high and low ρ in Figure 4.5

indicate a higher share of increasing or decreasing functions c(a) than the functions F (a)

for the medium value of R = 0.28. As in the case of variation in R, a rise or a reduction

in ρ reduces the robustness of the inverted-U result. Consistently with this observation,

Table 4.4 shows that the value of I for ρ = 0.95 is higher than the value of I for high and

low values of ρ.

Figure 4.5: The effect of the scale parameter ρ
The figure presents the effect of the scale parameter ρ on functions F (a). Each line corresponds
to 2,187 observations generated using the process described in Appendix B.4 for given values of

the scale parameter ρ, the profit difference x = 0 and the parameter values from Table 4.1.
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The disutility parameter d and slope parameter σ

In contrast to the previous figures, a rise in the disutility parameter d and the slope

parameter σ in Figure 4.6 shifts the functions F (a) to the left, which means that a rise in

d and σ tends to move the peaks of the R&D functions c(a) to the left. The shift of F (a)

due to a rise in d or σ is smaller compared to Figures 4.4 and 4.5. A rise in d from low to

high values reduces A∗ by approximately 20 (25% variation) or 29 (50% variation), while

a rise in σ reduces A∗ by approximately 18 (25% variation) or 25 (50% variation).

The effect of the parameters d and σ on the robustness of the inverted-U result is

somewhat smaller compared to the effect of R or ρ. However, as for R or ρ a rise or

a reduction of d and σ still seems to reduce slightly the robustness of the inverted-U

result. This effect is larger in the case of a reduction in σ.

Figure 4.6: The effect of the disutility parameter d and the slope parameter σ
The figure presents the effect of d and σ on functions F (a). Each line corresponds to 2,187
observations generated using the process described in Appendix B.4 for the given values of d

or σ, the profit difference x = 0 and the parameter values from Table 4.1.
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The probability of success p

Similarly to Figure 4.6, a rise in the probability of success p shifts the functions F (a) in

Figure 4.7 to the left which means that, on average, the peaks of the R&D functions c(a)

move to the left. However, the size of the effect is relatively small. Table 4.4 shows that

a rise in the probability of success p from low to high values reduces A∗ by values between

5 and 15.

The effect of variation in the probability of success p on the robustness of the inverted-U

result shown in Figure 4.7 is different from the effects in the previous graphs. The functions

F (a) in Figure 4.7 converge with increasing average profit a. A rise in p increases the share

of decreasing functions c(a) in each subset of c(a), while leaving the share of increasing

c(a) constant. It means that while a rise in p reduces robustness of the inverted-U result,

a reduction in p leads to higher robustness of the prediction.

Figure 4.7: The effect of the probability of success p
The figure presents the effect of the probability of success p on functions F (a). Each line

corresponds to 2,187 observations generated using the process described in Appendix B.4 for
given values of p, the profit difference x = 0 and the parameter values from Table 4.1.
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The base salary ω

Variation in the base salary ω has similar effects as variation in the probability of success p.

A rise in ω shifts the functions F (a) to the left (see Figure 4.8). On average, the R&D

functions c(a) peak at lower average profits a. The shift of F (a) due to a rise in ω is slightly

smaller than the shift due to a rise in the probability of success p. A rise in ω from low to

high values reduces A∗ by values between 5 and 10.

Also the effect of the base salary ω on the robustness of the inverted-U result is similar

to the effect of the probability of success p. The functions F (a) in Figure 4.8 clearly

converge with an increasing average profit a. Therefore, a rise in ω reduces I, while a

reduction in ω tends to increase I.

Figure 4.8: The effect of the base salary ω
The figure presents the effect of the base salary ω on functions F (a). Each line corresponds to
2,187 observations generated using the process described in Appendix B.4 for given values of ω,

the profit difference x = 0 and the parameter values from Table 4.1.
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The ownership share s0

Figure 4.9 shows that a rise in the ownership share s0 shifts functions F (a) to the right.

The size of the shift is different in models A and B. While in model A a rise in s0 from

low to high values increases A∗ by 24.4 (25% variation) or 35 (50% variation), it increases

A∗ only by 6.5 (25% variation) or 9.8 (50% variation) in model B. This difference is due

to the fact that the decisions of managers in model A depend on the size of their income

relative to the disutility of innovation, while the disutility of innovation in model B is zero.

Also the effect of the ownership share s0 on the robustness of the inverted-U result

is different in models A and B. While the effect is not clear in model A, the functions

F (a) clearly converge in model B. A rise in s0 in model B increases the robustness of the

inverted-U prediction to variation in all other parameters.

Figure 4.9: The effect of the ownership share s0
The figure presents the effect of the ownership share s0 on functions F (a). Each line corresponds
to 2,187 observations generated using the process described in Appendix B.4 for given values of

s0, the profit difference x = 0 and the parameter values from Table 4.1.



100 CHAPTER 4. SENSITIVITY ANALYSIS

The decreasing-ownership parameter μ

A rise in the decreasing-ownership parameter μ leads to a leftward shift of the functions

F (a) in model A, which means that the peaks of the R&D functions move, on average, to

lower average profits a. On the other hand, a rise in μ has almost no effect on functions

F (a) in model B (see Figure 4.10). A rise in μ from low to high values reduces A∗ by

14.9 (25% variation) or 17.9 (50% variation) in model A and increases A∗ by 0.8 (25%

variation) or 2.2 (50% variation) in model B. As in the case of the ownership share, this

difference is due to the absence of the disutility of innovation in model B.

Variation in μ does not have a clear effect on the robustness of the inverted-U result

in model A, as a rise and a reduction in μ seem to reduce I for the 25% variation (see

Panel 4.10A) and increase the I for the 50% variation (see Panel 4.10B). The effect of μ

on the robustness of the inverted-U result in model B is negligible.

Figure 4.10: The effect of the decreasing-ownership parameter μ
The figure presents the effect of the decreasing-ownership parameter μ on functions F (a). Each
line corresponds to 2,187 observations generated using the process described in Appendix B.4 for

given values of μ, the profit difference x = 0 and the parameter values from Table 4.1.
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The diminishing-sensitivity parameter α

Figure 4.11 shows that a rise in the diminishing-sensitivity parameter α shifts the functions

F (a) in the opposite directions: to the right in model A and to the left in model B. This

is due to the effects of disutility of innovation and diminishing sensitivity on the shape of

the R&D function in model A described in Subsection 3.3.1 (see also Figure 3.6). The size

of the shift is relatively small. A rise in the diminishing-sensitivity parameter α from low

to high values increases A∗ by 8.2 (25% variation) or 11.5 (50% variation) in model A and

reduces A∗ by 6 (25% variation) or 8.9 (50% variation) in model B.

Similarly, the effect of the diminishing-sensitivity parameter α on the robustness of

the inverted-U result presented in Figure 4.11 and in Table 4.4 is relatively small and the

direction of the effect is difficult to determine.

Figure 4.11: The effect of the diminishing-sensitivity parameter α
The figure presents the effect of the diminishing-sensitivity parameter α on functions F (a). Each
line corresponds to 2,187 observations generated using the process described in Appendix B.4 for

given values of α, the profit difference x = 0 and the parameter values from Table 4.1.



102 CHAPTER 4. SENSITIVITY ANALYSIS

After discussing the effect of three different values of the diminishing-sensitivity pa-

rameter α < 1 on the shape of the R&D function c(a), I will add a short discussion of

the effect of constant sensitivity α = 1 for the profit difference x = 0. It follows from the

equation (3.17) that the R&D function c(a) will be either inverse V-shaped or increasing

in the average profit a if the loss-aversion parameter

λ ≥ λ =
s0ρ(1 +R)− (ps0 + d) (ω/s0)]

1−ρ

(1− p)s0 (ω/s0)
1−ρ .

I present the distribution of the values of the minimum loss-aversion parameters λ gen-

erated for the diminishing-sensitivity parameter α = 1, the profit difference x = 0 and

for the parameter values from Table 4.1. Using all possible combinations of parameters,

I generate four different sets of 2,187 values of λ for the 25% variation in models A and B,

and the 50% variation in models A and B. I present the data using a function L(λ) that

measures the share of the values of the minimum loss-aversion parameters λ in different

datasets with λ ≤ λ.

Figure 4.12 presents the functions L(λ). It shows that for almost all combinations of

parameters, the minimum loss-aversion λ is lower than 2.25, which is the value estimated

by Tversky & Kahneman (1992). For all combinations of parameters in the 25% variation

and more than 90% of the combinations of parameters in the 50% variation, the minimum

loss-aversion λ is lower than 1.625 (which would be the low value of λ in the case of the

50% variation). Hence the inverse-V result in the model with constant sensitivity and with

the profit difference x = 0 is robust to variation in parameters even for the low value of

loss-aversion parameter λ = 1.625.

Figure 4.12: The values of the minimum loss-aversion parameter λ
The figure presents the function L(λ) that measures the share of the minimum loss-aversion

parameters λ that are lower or equal to λ ∈ 〈1, 2.25〉 in four sets of 2,187 values of the minimum
loss-aversion parameter generated using the parameter values from Table 4.1, α = 1, and x = 0.
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Summary

This subsection has discussed the effect of individual parameters on the shape of the R&D

function c(a). It addressed two questions:

1. What is the direction and the size of the shift of the function F (a) due to a change

in the value of individual parameters. The shift in the function F (a) measures the

average effect of variation in parameters on the position of the peak of the R&D

functions c(a).

2. What is the effect of a change in the value of individual parameters on the robustness

of the inverted-U result.

The effect of individual parameters on the direction of the shift of F (a) is as follows.

A rise in the opportunity parameter R, scale parameter ρ, ownership share s0, decreasing-

ownership parameter μ in model B and diminishing-sensitivity parameter α in model A

shifts the function F (a) to the right, which means that functions c(a) peak on average at

higher values of the average profit a. On the other hand, a rise in the disutility param-

eter d, slope parameter σ, probability of success p, base salary ω, decreasing-ownership

parameter μ in model B and diminishing-sensitivity parameter α in model B shifts the

function F (a) to the left, so that the function c(a) peaks at lower average profits a.

Furthermore, the effect of individual parameters on the size of the shift of F (a) is as

follows. A rise from low to high values of the opportunity parameter R, scale parameter ρ,

disutility parameter d, slope parameter σ, and ownership share s0 in model A changes

the value of A∗ by more than 20 at least in one of the versions of the simulation. On the

other hand, a rise from low to high values of the base salary ω and diminishing-sensitivity

parameter α changes the value of A∗ by less than 10 in all versions of the simulation, and a

rise in the value of the ownership share s0 and decreasing-ownership parameter μ changes

the value of A∗ by less than 10 in model B. Hence while changes in R, ρ, d, σ and s0 have

relatively large effects on the position of the peak of the R&D functions, changes in ω, α

in both models and s0 and μ in model B have relatively low effects on a∗.
The effect of individual parameters on the robustness of the inverted-U result can be

summarized as follows. The effect of variation of μ and α on the robustness of the inverted-

U prediction is not clear. A change in both directions in the value of the opportunity

parameter R, scale parameter ρ, disutility parameter d and slope parameter σ reduces the

robustness of the inverted-U result. On the other hand, the robustness of the inverted-U

prediction increases with a rise in the probability of success p and ownership share s0
and with a reduction in the base salary ω. Consequently, if the profit difference x = 0,

the inverted-U shape of the R&D function c(a) is likely to be more robust to variation in

parameters for a high probability of success p and ownership share s0 and for a low base

salary ω.
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4.2.3 Positive profit difference

In previous subsections, I discussed the robustness of predictions of the PT model for

zero profit difference (x = 0). In this subsection, I show what are the effects of positive

profit difference on predictions of the model. I run 6 additional simulations using different

combinations of the profit difference x and the share of firms X in the industry q for

each simulation. The values of x and q are chosen to cover important parts of the realistic

ranges of these parameters. The values of the profit difference are x = {20, 35}, and

the values of the share of firms X in the industry are q = {0.2, 0.5, 0.8}. Together with

the four simulations for x = 0, this subsection presents datasets from 28 simulations.

Each simulation generates 6,561 R&D and technology-gap functions using combinations

of parameters presented in Table 4.1. For each function c(a) and G(a), I find the average

profits a∗ and aG∗ (for the procedure used, see Appendix B.4). Hence each of the 28

datasets presented in this subsection consists of 6,561 values of a∗ and aG∗.
Figures 4.13–4.16 use functions F (a) and H(a) to present the data graphically. The

function F (a) measures the share of the R&D functions c(a) with the maximum at a∗ < a

and the function H(a) measures the share of the technology-gap functions G(a) with the

maximum at aG∗ < a in a given set of 6,561 functions c(a) and G(a) generated in each

simulation. The solid lines are the functions F (a) and H(a) for the profit difference x = 0.

These functions are identical to the curves presented in Figure 4.3. The dashed and dotted

lines correspond to the profit differences x = 20 and x = 35, respectively. The rows present

F (a) and H(a) for the shares of firms X in the industry q = 0.2, 0.5, and 0.8.

The shapes of the functions F (a) and H(a) in Figures 4.13–4.16 are consistent with

the following two findings explained in Section 3.3:

• Finding 1: If managers earn non-negative income wi(a, ci), the effect of the profit

difference x and the share of the firms X in the industry q on the shape of the R&D

function c(a) is likely to be small.

• Finding 2: If managers earn non-negative incomes wi(a, ci) ≥ 0, the diminishing-

sensitivity parameter α < 1 and the technology-gap function is inverse-U shaped,

a rise in the profit difference x and a reduction in the share of firms X in the

industry q are likely to reduce the average profit aG∗.

The managers will earn negative incomes wi(a, ci) if they expect to earn negative

income in the case of zero R&D expenditures wi(a, 0), that is if ω− s0qx < 0 (see (3.27)).

If the profit difference x = 0, it is always true that ω− s0qx ≥ 0 as the base salary ω ≥ 0.

If x > 0, the income of managers of firms Y wi(a, ci) = wi(a, 0) might be negative. Let S

denote the share of parameter combinations in a given simulation for which ω− s0qx < 0.

Table 4.4 presents the values of S for different combinations of x and q in the 25% and

50% variations. The table shows that the share S is non-decreasing in the parameters x

and q. (Note that the values of S in models A and B are the same, because ω − s0qx

depends neither on the disutility parameter d nor on the slope parameter σ.)
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Sets of c(a) and G(a) S

25% variation

x = 0 0

model A and B

x = 20, q = 0.2 0
x = 35, q = 0.2 0
x = 20, q = 0.5 0
x = 35, q = 0.5 1/3
x = 20, q = 0.8 2/9
x = 35, q = 0.8 8/9

50% variation

x = 0 0

model A and B

x = 20, q = 0.2 0
x = 35, q = 0.2 1/9
x = 20, q = 0.5 1/9
x = 35, q = 0.5 1/3
x = 20, q = 0.8 1/3
x = 35, q = 0.8 2/3

Table 4.4: The share of combinations of parameters with ω − s0qx < 0
The table shows the share of combinations of parameters S for which ω − s0qx < 0 in different

sets of the functions c(a) and G(a).

Consistently with Finding 1, Figures 4.13–4.16 show that the profit difference x and

the share of firms X q have almost no effect on F (a) if S is relatively low (the income of

managers of firms Y is relatively high). In fact, the functions F (a) for the profit difference

x > 0 are slightly below the functions F (a) for x = 0. It means that on average, a rise in

x shifts the peak of the inverse U-shaped R&D function c(a) to the right. However if x

and q are high, the functions F (a) tend to be higher for a lower part of the average-profit

range (for example, see the dotted lines in Panels 4.13–4.16E).

The irregular shapes of the functions F (a) have the following explanation. Suppose

that the profit difference x and the share of firms X in the industry q are high enough,

so that for some combinations of parameters ω − s0qx < 0. Then the R&D function c(a)

is likely to be decreasing for low average profits (for the explanation of this effect, see

Subsection 3.3.1). If for the same parameters and x = 0 the R&D function peaked at

a low average profit a, then for high x the entire R&D function may be decreasing in a

because of the effect of negative income (a∗ = 0). On the other hand, if the R&D function

for x = 0 peaked at a high average profit a, then the position of the peak of the R&D

function a∗ is not likely to change for high x (for examples of such R&D functions, see

Panels 3.7 and 3.8D).

Consider the following example. Suppose the R&D function c(a) for a given combina-

tion of parameters and for the profit difference x = 0 is inverse U-shaped c(a) with the

peak at the average profit a∗ = 10. Now due to a rise in x, the R&D function c(a) is

decreasing for a < 20 and has a similar shape as for x = 0 for a ≥ 20. Then the R&D

function c(a) is decreasing in a, i.e. the maximum of the function corresponds to a∗ = 0.

However, if the R&D function peaks at a∗ = 90 for x = 0, then the maximum is likely
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to remain at a∗ close to 90 even if c(a) is decreasing for a < 20. This explains why some

of the dotted or dashed F (a) lines are above the solid lines for low average profits a but

slightly below the solid lines for high average profits a.

Consistently with Finding 2, Figures 4.13–4.16 show that a rise in the profit difference x

and a reduction in the share of firms X in the industry q leads to a higher function H(a)

if the share S = 0 (see e.g. the lines in Panels 4.13 and 4.14B and the solid and dashed

lines in Panels 4.13 and 4.14D). However, the functions H(a) have an irregular steeply

increasing shape at low average profits a if S > 0. In this case, the dotted H(a) lines might

lie below the corresponding dashed or solid lines.

The explanation of the dented shape of the functions H(a) is as follows. If S > 0, a part

of the parameter combinations gives ω− s0qx < 0. For these parameter combinations, the

technology-gap functions G(a) are likely to be increasing at low average profits a (see

Subsection 3.3.2 for the explanation). The higher the x or q, the higher is the share of

parameter combinations S producing an increasing G(a) at low a. It means that the

maximum of higher proportion of functions G(a) cannot correspond to very low average

profits, at which G(a) is increasing. Furthermore, the higher the x or q, the lower is the

value of ω− s0qx for some of these combinations. A lower ω− s0qx implies a higher range

of average profits a for which the technology-gap function G(a) is increasing. Hence the

irregular steeply increasing parts of functions H(a) are likely to stretch over a wider range

of the average profits a. Consistently with the explanation, the functions H(a) for high x

and q in Figures 4.13–4.16 have lower values of H(0) and their dented parts correspond to

a larger part of the average-profit range. On the other hand, S seems to have no effect on

H(a) if the average profit a is relatively high. Figures 4.13–4.16 clearly show that higher

x and lower q increase the function H(a) for high values of a.

Furthermore, the figures show that a rise in the average profit a reduces the effect of

any change in the profit difference x or in the share of firms X in the industry q on the

function H(a). For example, the same change in x or q affects the values of H(40) more

than the values of H(100). The effect arises because the concavity of the prospect-theory

value function v(w(a, ci)) is decreasing in income wi(a, ci) > 0 at a decreasing rate (see

Subsection 3.3.2 for a more detailed explanation). The lower the average profit a, the higher

the effect of a change in x or q on managerial incentives. Larger changes in incentives lead

to higher differences in technology-gap functions, and consequently to larger shifts in aG∗.
To summarize, a rise in the profit difference x or a reduction in the share of firms

X in the industry q have almost no effect on F (a) but increase H(0) if S = 0. Hence

the proportion of parameter combinations producing an inverse U-shaped R&D function

(0 < a∗ < 100) and a decreasing technology-gap function (aG∗ = 0) is likely to be higher

than zero. The same result is likely to emerge also if S > 0. However, the share of parameter

combinations producing this result will be lower because the negative income wi(a, 0)

reduces the shares of the R&D functions c(a) with 0 < a∗ < 100 and of the technology-

gap functions G(a) with aG∗ = 0.
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Figure 4.13: The effect of x and q in the 25% variation in model A
Each line in panels A, C and E presents the share of the R&D functions c(a) with

a∗ ≤ a ∈ 〈0, 100〉 and each line in panels B, D and F presents the share of the technology-gap
functions G(a) with aG∗ ≤ a ∈ 〈0, 100〉 in a set of 6,561 functions c(a) and G(a) generated for
given values x and q and for the parameter values from Table 4.1 (25% variation in model A).
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Figure 4.14: The effect of x and q in the 25% variation in model B
Each line in panels A, C and E presents the share of the R&D functions c(a) with

a∗ ≤ a ∈ 〈0, 100〉 and each line in panels B, D and F presents the share of the technology-gap
functions G(a) with aG∗ ≤ a ∈ 〈0, 100〉 in a set of 6,561 functions c(a) and G(a) generated for
given values x and q and for the parameter values from Table 4.1 (25% variation in model B).
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Figure 4.15: The effect of x and q in the 50% variation in model A
Each line in panels A, C and E presents the share of the R&D functions c(a) with

a∗ ≤ a ∈ 〈0, 100〉 and each line in panels B, D and F presents the share of the technology-gap
functions G(a) with aG∗ ≤ a ∈ 〈0, 100〉 in a set of 6,561 functions c(a) and G(a) generated for
given values x and q and for the parameter values from Table 4.1 (50% variation in model A).
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Figure 4.16: The effect of x and q in the 50% variation in model B
Each line in panels A, C and E presents the share of the R&D functions c(a) with

a∗ ≤ a ∈ 〈0, 100〉 and each line in panels B, D and F presents the share of the technology-gap
functions G(a) with aG∗ ≤ a ∈ 〈0, 100〉 in a set of 6,561 functions c(a) and G(a) generated for
given values x and q and for the parameter values from Table 4.1 (50% variation in model B).
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Table 4.5 summarizes the main findings of this subsection. Column I. presents the

share of the R&D functions c(a) with 0 < a∗ < 100 in the sets of c(a) generated by the

28 simulations. For most of the sets, the share of c(a) with 0 < a∗ < 100 is approximately

95% in the 25% variation and 65% in the 50% variation. The shares are substantially lower

only for x = 35 and q = 0.8. Column II. presents the shares of parameter combinations

for which 0 < a∗ < 100 and aG∗ = 0. These values of a∗ and aG∗ are consistent with the

Sets of c(a) and G(a)
I. II. III.

0 < a∗ < 100 0 < a∗ < 100 0 < a∗ < 100 and
and aG∗ = 0 0 < aG∗ < 100

25% variation

x = 0 0.94 0 0.94

model A

x = 20, q = 0.2 0.95 0.56 0.39
x = 35, q = 0.2 0.96 0.79 0.17
x = 20, q = 0.5 0.96 0.46 0.5
x = 35, q = 0.5 0.95 0.50 0.45
x = 20, q = 0.8 0.96 0.21 0.75
x = 35, q = 0.8 0.75 0.07 0.68

25% variation

x = 0 0.96 0 0.96

model B

x = 20, q = 0.2 0.96 0.52 0.44
x = 35, q = 0.2 0.96 0.77 0.19
x = 20, q = 0.5 0.96 0.41 0.55
x = 35, q = 0.5 0.95 0.43 0.52
x = 20, q = 0.8 0.96 0.15 0.81
x = 35, q = 0.8 0.8 0.05 0.75

50% variation

x = 0 0.64 0 0.64

model A

x = 20, q = 0.2 0.66 0.36 0.30
x = 35, q = 0.2 0.67 0.42 0.25
x = 20, q = 0.5 0.65 0.28 0.37
x = 35, q = 0.5 0.63 0.31 0.32
x = 20, q = 0.8 0.63 0.15 0.48
x = 35, q = 0.8 0.53 0.10 0.43

50% variation

x = 0 0.65 0 0.65

model B

x = 20, q = 0.2 0.67 0.39 0.28
x = 35, q = 0.2 0.68 0.44 0.24
x = 20, q = 0.5 0.67 0.30 0.37
x = 35, q = 0.5 0.62 0.30 0.32
x = 20, q = 0.8 0.65 0.14 0.51
x = 35, q = 0.8 0.56 0.1 0.46

Table 4.5: Robustness of predictions of the PT model to variation in parameters
This table summarizes the main results of the robustness test. Column I. shows the share of
parameter combinations generating the R&D functions c(a) with 0 < a∗ < 100. Column II.

presents the share of parameter combinations producing c(a) and G(a) with 0 < a∗ < 100 and
aG∗ = 0. Column III. shows the share of parameter combinations generating c(a) and G(a) with

0 < a∗ < 100 and 0 < aG∗ = 100.



112 CHAPTER 4. SENSITIVITY ANALYSIS

empirical findings of Aghion et al. (2005). The shares giving this prediction range from

more than 70% (for the 25% variation and x = 35 and q = 0.2) to 0% (for x = 0). Finally,

Column III. presents the shares of parameter combinations for which 0 < a∗ < 100 and

0 < aG∗ < 100. These values of a∗ and aG∗ are consistent with the empirical findings of

Hashmi (2005).

4.2.4 Summary

In this section, I discuss the effect of variation in parameters on predictions of the PT

model with diminishing sensitivity. I introduce a simulation that increases and decreases

the parameter values used in the previous chapters by 25% or 50%. Then I measure the

position of the maximum of the R&D and technology-gap functions for all combinations

of parameters and present the distribution of the positions graphically. The sensitivity

analysis is conducted in two steps.

First, I discuss the sensitivity of the model to variation in parameters for zero profit

difference x. I show that more than 90% of all parameter combinations generated in the

25% variation and more than 60% of all parameter combinations generated in the 50%

variation predict inverse U-shaped R&D and technology-gap functions (which is consistent

with the findings of Hashmi 2005). I also consider the effect of individual parameters on

predictions of the model with zero profit difference. I find that on average, a rise in some

parameters (R, ρ, s0, and α in model A) generates more increasing R&D functions, and

a rise in other parameters (d, σ, p, ω, μ in model A, and α in model B) generates more

decreasing R&D functions. Furthermore, I find that only variation in the opportunity

parameter R, scale parameter ρ, disutility parameter d and in the ownership share s0 in

model A have a significant effect on the position of the maximum of the R&D functions.

Hence these parameters are most responsible for the variability of predictions. Finally,

while a rise or a reduction in the value of most of the parameters reduces the robustness

of the inverted-U result, a rise in the probability of success p, ownership share s0, and

a reduction in the base salary ω increases the robustness of the inverted U to variation in

all other parameters.

Second, I discuss the effect of the profit difference x and the share of firms X in the

industry q on predictions of the model. I find that if managers earn non-negative income

for R&D expenditures ci = 0, then x and q have a very small effect on the shape of

the R&D function. Hence the robustness of the inverted-U result remains similar to the

situation with zero profit difference. That is, more than 90% or 60% of all parameter com-

binations generate the inverted-U relationship in the 25% or 50% variation, respectively.

Furthermore, if managers earn non-negative incomes, a rise in x and a reduction in q shift

the maximum of the technology-gap function to lower average profit aG∗. It means that

the share of parameter combinations that generate a decreasing technology-gap function

increases in x and decreases in q. In 25% variation for x = 35 and q = 0.2, more than

70% of all parameter combinations generate an inverse U-shaped R&D function and a

decreasing technology-gap function (which is consistent with the findings of Aghion et al.
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2005). On the other hand, if x and q are so high that managers of firms with low average

profit a expect to earn negative incomes for R&D expenditures ci = 0, the percentage of

parameter combinations generating the inverse U-shaped R&D function and the decreasing

technology-gap function is lower.

The main findings of this section are as follows. If the profit difference x is low and the

share of firms X in the industry q is large, the predictions consistent with the findings of

Hashmi (2005) are generated for a relatively wide range of other parameters around the

parameter combinations used in the previous chapter. On the other hand, if x is high and

q is low, the predictions corresponding to the empirical findings of Aghion et al. (2005)

form an important share of all predictions generated in the simulations. Moreover, I show

that changes in some parameters have little effect on predictions of the model. So the

predictions of the model are likely to be consistent with the empirical findings even for

a larger variation in these parameters.





Conclusion

The relationship between competition and innovation represents one of the long-studied

but as yet unresolved economic problems. In their seminal paper, Aghion et al. (2005)

present an elegant explanation of the inverted-U relationship between competition and

innovation. Their model generates two additional predictions: Prediction B stating that

a rise in competition increases the expected technology gap, and Prediction C according to

which the inverted-U relationship in more technologically leveled industries is higher and

peaks at a higher level of competition. The tests of the predictions provide mixed results.

Several studies support the inverted-U relationship, but there is little support for the ad-

ditional predictions. Especially troubling are the mixed findings related to Prediction B

(presented in Aghion et al. 2005 and Hashmi 2005), since this prediction represents a nec-

essary part of Aghion et al.’s explanation of the inverted-U relationship. Consequently,

there is scope for an alternative explanation of the inverted-U relationship that would be

able to reconcile the inverted-U relationship with the empirical evidence on Prediction B.

In this book, I have introduced two models that explain the inverted-U relationship

between profitability and innovation, and the empirical evidence related to Prediction B.

The basic model presents a simple and general explanation of the empirical findings. In

this model, firms choose R&D expenditures in order to maximize their expected profits

subject to the R&D-expenditure constraint. The prospect-theory model offers a more

specific explanation of the empirical evidence. It contains a theory about the decision-

making process of managers. In this model, managers choose the size of R&D expenditures

according to their preferences represented by the prospect-theory value function.

Both models predict an inverse U- or V-shaped relationship between the profits and

R&D expenditures of individual firms. The models offer several explanations of the re-

lationship. A rise in profits may lead to higher R&D expenditures of low-profit firms for

several reasons. First, the size of R&D expenditures of firms might be limited by the profits

they expect to earn, because they face credit constraints or because they wish to avoid low

or negative profits, if they fail to innovate. Second, the size of R&D expenditures might

be limited by the preferences of managers. Managers with incomes linked to the profits of

their firms might be reluctant to choose high R&D expenditures, if their firms expect to

earn low profits. In the prospect-theory model, I show that this effect may arise because of

the loss-aversion or diminishing-sensitivity principles of the prospect-theory value function.

On the other hand, a rise in profits may reduce R&D expenditures of high-profit firms for

three different reasons. First, because the return to R&D expenditures is decreasing in the
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profits of firms. Second, because of the disutility of innovation and the decreasing effective

ownership. Third, because of the disutility of innovation and the diminishing-sensitivity

principle of the prospect-theory value function.

The shapes of the relationships between profits and R&D expenditures of individual

firms determine the relationships between profits and average R&D expenditures in the

industry (the R&D function) and between profits and the technology gap (the technology-

gap function). In both models, the industry consists of two types of firms, firmsX expecting

to earn higher profits than firms Y . If the individual firms differ in their expected profits,

the relationships between profits and R&D expenditures of firms X and firms Y have

different shapes. Especially in low-profit industries, firms X will innovate more because

their R&D programs are less constrained by the lack of profits. If the differences in profits

are low, the firm-level relationships between profits and R&D expenditures have similar

shapes and the industry-level R&D and technology-gap functions are likely to be inverse U-

or V-shaped. This prediction corresponds to the empirical evidence presented by Hashmi

(2005). However, if the differences in profits within the industry are relatively large, the

model may generate an inverse U- or V-shaped R&D function and a decreasing technology-

gap function, which corresponds to the evidence of Aghion et al. (2005).

The models presented in this book provide a more flexible explanation of the inverted-U

relationship than the model of Aghion et al. (2005). In Aghion et al.’s model, the inverted-U

relationship arises because competition increases innovation on the part of neck-and-neck

firms (the escape-competition effect), reduces innovation on the part of laggard firms (the

Schumpeterian effect), and increases the steady-state proportion of laggard firms in the

economy (Prediction B). It means that Prediction B is a necessary part of the explanation

of the inverted-U relationship. In my model, the industry-level inverse U-shaped R&D

function follows from the shapes of the firm-level relationships between profits and R&D

expenditures. In addition to that, the firm-level relationships may lead to an inverted-U or

a decreasing technology-gap function. Hence the technology-gap function consistent with

Prediction B is not a necessary part of the explanation of the inverted-U relationship.

Furthermore, the basic and prospect-theory models provide, in a sense, a more general

explanation of the inverted-U relationship between profitability and innovation than the

model of Aghion et al. (2005). The explanation is more general in two respects. First, they

relate innovation to profits instead of competition. Therefore, they include all possible

factors affecting profitability of firms, not only competition as does Aghion et al. (2005).

Moreover, they avoid the problematic connection between competition and profitability.

A rise in competition may increase profitability in the industry, if the differences in the

costs of firms are relatively large (see Boone 2000, 2008). Hence in a setting with en-

dogenous cost differences, the predicted relationships between competition and innovation

and between profitability and innovation might be different (however, this problem does

not occur in the paper of Aghion et al. 2005). Second, Aghion et al.’s explanation of the

inverted-U relationship depends on specific assumptions about the nature of technological

progress and product market competition. Subsection 1.3.2 presents examples of alterna-

tive assumptions for which the Schumpeterian effect is either very weak or nonexistent. My



CONCLUSION 117

explanation assumes that all firms in the industry have the same reward from innovation

which is either constant or decreasing in the profits of firms. Hence my models provide

an explanation of the inverted-U relationship in the absence of the Schumpeterian effect

or both the Schumpeterian and escape-competition effects. In this sense, my explanation

works under a wider range of assumptions about the technological process and product

market competition than the explanation of Aghion et al. (2005).

Using specific combinations of parameter values, I show that the models are able to

explain the empirical findings of Aghion et al. (2005) and Hashmi (2005). Both models

predict an inverse U- or V-shaped R&D function with a realistic range of profitability and

R&D expenditures. They also predict either an inverse U- or V-shaped or a decreasing

technology-gap function. The technology-gap function tends to be inverse U- or V-shaped

in industries in which firms earn similar profits and decreasing in industries with higher

differences in profits. Hence this explanation assumes that the differences in profits in

the sample of industries used by Aghion et al. (2005) are higher than in the sample used

by Hashmi (2005). This assumption seems to be consistent with the fact that Aghion et

al. (2005) use a broader definition of industry (two-digit SIC code) than Hashmi (2005)

(four-digit SIC code). The intuition is that firms in two-digit industries are likely to differ

more in terms of profits than firms in four-digit industries.

Finally, I show that the models provide the required predictions for a wider range of

parameters around the combinations of parameters used for presenting predictions of the

models. For both models, I find that if firms earn similar profits, the predictions of the

models tend to be similar to the empirical findings of Hashmi (2005) for a relatively wide

range of parameter combinations. On the other hand, the higher the difference between

profits of firms X and Y and the lower the share of firms X in the industry, the wider

tends to be the range of parameter combinations for which the predictions of the model

correspond to the empirical findings of Aghion et al. (2005).

In sum, this book provides an alternative explanation of the inverted-U relationship

between profitability and innovation that reconciles the empirical findings of Aghion et al.

(2005) and Hashmi (2005) related to Prediction B of Aghion et al. (2005). In some sense,

the models provide a more general explanation than the model of Aghion et al. (2005).

The predictions of the models generated for specific sets of parameter values correspond

well to the empirical findings of Aghion et al. (2005) and Hashmi (2005). Finally, the book

shows that the models generate the required predictions for a wider range of parameter

combinations around the specific sets of parameter values.

The models presented in this book could be used for deriving alternative testable

predictions. For instance, it would be interesting to test whether there is an inverted-U

relationship between profitability and innovation on the part of individual firms, or whether

the shape of the relationship between profitability and the technology gap depends on

the average differences in profitability in the industry. Should the models receive sufficient

empirical support, the explanations presented in this book might have policy implications.

For example, it might be preferable to consider the effect of specific policy measures on the

profitability or profits of firms instead of other measures of competition, such as market
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share or concentration, which dominate especially in the context of competition policy.

Furthermore, policy measures might be designed in a way that would avoid or mitigate

the reduction in R&D expenditures due to low profitability or profits of firms. Our models

suggest that the potentially important determinants of innovative performance in less

profitable industries are the average costs and riskiness of an R&D project, the average

number R&D projects with independent risks performed within firms in given industries,

the availability of credit or other debt instruments for financing innovations. The prospect-

theory model also emphasizes the importance of the structure of managerial contracts and

the ownership structures prevalent in given industries.



Bibliography

Acs, Z.J., Audretsch, D.B. (1988): Innovation in Large and Small Firms: An

Empirical Analysis. American Economic Review, Vol. 78, pp. 567–575

Adams, W. J. (1970): Firm Size and Research Activity: France and the United States.

The Quarterly Journal of Economics, Vol. 84, No. 3, pp. 386–409

DOI: 10.2307/1879426

Alder, S. (2010): Competition and Innovation: Does the Distance to the Technology

Frontier Matter? [online]. [quot. 2013–02–20] available at

http://papers.ssrn.com/sol3/papers.cfm?abstract_id=1635789

Aghion, P., Howitt, P. (1992): A Model of Growth through Creative Destruction.

Econometrica, Vol. 60, No. 2, pp. 323–351

DOI: 10.2307/2951599

Aghion, P., Harris, C., Vickers, J. (1997): Competition and Growth with

Step–By–Step Innovation: An Example. European Economic Review, Vol. 41, pp. 77l–782

DOI: 10.1016/S0014-2921(97)00036-6

Aghion, P., Harris, C., Howitt, P., Vickers, J. (2001): Competition, Imitation and

Growth with Step–by–Step Innovation. Review of Economic Studies, No. 68, pp. 467–492

DOI: 10.1111/1467-937X.00177

Aghion, P., Bloom, N., Blundell, R., Griffith, R., Howitt, P. (2005):

Competition and Innovation: An Inverted–U Relationship. The Quarterly Journal of

Economics, Vol. 120, No. 2, pp. 701–728

Ahn, S. (2002): Competition, Innovation and Productivity Growth: A Review of Theory

and Evidence [online]. OECD, Economics Department Working Papers No. 317, [quot.

2010–01–07] available at

http://papers.ssrn.com/sol3/papers.cfm?abstract_id=318059

Allen, B. T. (1969): Concentration and Economic Progress: Note. The American

Economic Review, Vol. 59, No. 4, pp. 600–604

Arrow, K. J. (1962): Economic Welfare and the Allocation of Resources for Invention

[online]. In NELSON, R. R. (ed.): The Rate and Direction of Inventive Activity:

Economic and Social Factors. NBER, 646 pages, ISBN 0–87014–304–2, [quot.

2010–02–15] available at http://papers.nber.org/books/univ62-1

119



120 BIBLIOGRAPHY

Artés, J. (2009): Long-run Versus Short-run Decisions: RD and Market Structure in

Spanish Firms Research Policy, Vol. 38, pp. 120–132

Askenazy, P., Cahn, C., Irac, D. (2008): Competition, R&D and the Cost of

Innovation [online]. [quot. 2013–02–20] available at

http://halshs.archives-ouvertes.fr/docs/00/58/66/90/PDF/wp200832.pdf
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Appendix A

Endogenous profit difference

The prospect-theory (PT) model with endogenous profit difference relaxes two important

assumptions of the models presented in Chapters 2 and 3. First, the differences in profits of

firms do not arise because of exogenous firms-specific factors, but because of the differences

in the technologies of firms. Technological levels of individual firms may differ because

imitation eliminates only a part of the technology gaps between laggard firms and the

leader. Second, innovation by one firm has a negative effect on profits of the other firms

in the industry. This implies that the choice of R&D expenditures of one firm depends

on the expected change in technologies of other industry members. This chapter provides

a simplified version of the model. For a more complex version, see Krčál (2010d).

The PT model with endogenous profit difference is presented in two sections. Sec-

tion A.1 introduces the assumptions of the model. Section A.2 presents predictions of the

model. Most importantly, it shows that for some combinations of parameters the model is

able to explain the empirical findings of Hashmi (2005) and Aghion et al. (2005).

A.1 Structure of the model

The PT model with endogenous profit difference has a similar structure as the PT model

with diminishing sensitivity (see Section 3.3). In particular, managers in both models

choose the size of R&D expenditures according to their preferences represented by the

prospect-theory value function. This section has the following structure. First, it presents

the determinants of profits of firms. Then it explains how the expected profits of firms are

affected by innovative performance on the part of other firms in the industry. Finally, it

explores the effect of innovation on the income and utility of managers.

Profits

Suppose an industry with n firms in a discrete-time setting. The profit of firm i in period t

depends on industry-specific factors, the technology difference of firm i in period t, and

on the R&D expenditures of firm i in period t. Industry-specific factors influence the

average profit a, which ranges from 0 to the maximum average profit ā (see Section 2.1 for
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a discussion of industry-specific factors). The technology difference of firm i in period t is

given by

δit = τit − 1

n− 1

∑
j �=i

τjt, (A.1)

where τit ≥ 0 represents the technology of firm i, and τjt ≥ 0 are technologies of other

firms in the industry. The technology difference of firm i is determined by innovation and

imitation on the part of firms in the industry. Innovation and imitation of firm i in period

t has the following timing. At the beginning of period t, firm i imitates. This means that

its technology increases by

(1− h)(τLt − τit), (A.2)

where h ∈ (0, 1〉 is the appropriability parameter, and τLt ≥ 0 is the technology level of

the leader. Hence the technology difference of firm i at the beginning of the period t is

given by δIit = hδit−1, where δit−1 is the technology difference of firm i in period t − 1.

Then the manager of firm i chooses R&D expenditures cit that generate innovation with a

probability of success p ∈ (0, 1). If firm i innovates successfully in period t, its technology

τit increases by r(a)cρit, where ρ ∈ (0, 1) is the scale parameter, and r(a) > 1 denotes the

reward function given by (3.4). If firm i fails to innovate, its technology remains the same.

The profits of firm i that fails or succeeds to generate an innovation in period t are

πitF (a, cit) = a− cit + δitF ,

πitS(a, cit) = a− cit + δitS ,

where a ∈ 〈0, ā〉 is the average profit, and δitF is the technology difference of firm i in

period t if the firm fails to innovate, and δitS is the technology difference if the firm

innovates successfully. Because a successful innovation increases technology difference of

firm i by r(a)cρit, the technology difference in the case of successful innovation is δitS =

δitF + r(a)cρit. Hence the profit of a successful innovator i can be written as

πitS(a, cit) = a− cit + r(a)cρit + δitF .

Expectations

The manager of firm i has no precise knowledge about the technology difference δit when

she decides about the R&D expenditures for period t. Hence the decision about the size of

R&D expenditures cit is based on the knowledge of the technology gap at the beginning

of period t δIit and on expectations about the technology change of other firms in period t.

The expected technology difference of firm i that fails to innovate is given by

δeitF = δIit − T e
it,

where T e
it represents the expectations of firm i about the average change in technology of

all other firms. The expectations are formed in the following autoregressive process

T e
it = φT e

it−1 + (1− φ)Tit−1, (A.3)
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where φ ∈ (0, 1) is the expectations parameter, T e
it−1 is the expected change in technology

in period t− 1, and Tit−1 is the average change in technology of other firms in period t− 1

given by

Tit−1 =
1

n− 1

∑
j �=i

(τjt−1 − τjt−2). (A.4)

Hence the expected profits of firm i in the case of failure and success are given by

πe
itF (a, cit) = a− cit + δIit − T e

it,

πe
itS(a, cit) = a− cit + δIit + r(a)cρit − T e

it.

Income and utility

As in the prospect-theory model presented in Chapter 3, the income of managers consists

of the base salary and of a share of the current profit. The expected income of the manager

of firm i in the case of failure or success is given by

witF (a, cit) = ω + s(a)πe
itF (a, cit) = ω + s(a)(a− cit + δIit − T e

it), (A.5)

witS(a, cit) = ω + s(a)πe
itS(a, cit) = ω + s(a)(a− cit + δIit + r(a)cρit − T e

it), (A.6)

where ω ≥ 0 is the base salary, s(a) ∈ 〈0, 100〉 is the effective ownership given by (3.6),

a ∈ 〈0, ā〉 is the average profit, cit are R&D expenditures of firm i in period t, δIit is the

technology difference at the beginning the period t, and T e
it is the expected change in the

average technology of the other firms in the industry.

Managers have prospect-theory preferences above the risky outcomes of innovation.

The value of the prospect of innovation for the manager of firm i in period t is given by

Vit(a, ci) = pv(witS(a, cit)) + (1− p)v(witF (a, cit)),

where p ∈ (0, 1) is the probability of success, and v(wi(a, ci)) is the prospect-theory value

function is given by

v(wit(a, cit)) =

{
wit(a, cit)

α if wit(a, cit) ≥ 0,

−λ(−wit(a, cit))
α if wit(a, cit) < 0,

where λ ≥ 1 is the loss-aversion parameter, and α ∈ (0, 1〉 is the diminishing-sensitivity

parameter.

The utility of manager of firm i in period t is equal to

Uit(a, cit) = Vit(a, cit)− dcit, (A.7)

where Vit(a, cit) represents the value of the prospect of innovation, and d ≥ 0 is the

disutility parameter.
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A.2 Predictions of the model

This section presents the main predictions of the prospect-theory model with endogenous

profit difference. The predictions are generated in a simulation implemented in Netlogo

5.0.1. For the code of the simulation , see Appendix B.5.

The following procedure is repeated for each value of average profit a = {0, 1, 2, . . . , 100}.
Before the beginning of the first period, the model creates n firms with the technology

τi1 = 0 and with expected change in technology of other firms T e
it = 0. Then the simulation

runs for tE periods. Each period consists of the following five steps.

1. Each firm imitates part of the leader’s technology according to the process (A.2).

2. Each firm measures its technology difference (A.1) and adjusts the expectation about

the average change in technology of other firms using (A.3) (except for the first

period, in which T e
it = 0).

3. Each manager chooses R&D expenditures that maximize her utility Uit(a, cit) given

by (A.7).

4. Each firm innovates with probability of success p and increases its technology by

r(a)cρit if the innovation is successful.

5. Each firm observes the actual change in technology of all other firms Tit (A.4) and

the average R&D expenditures in the industry and the technology gaps are recorded.

R&D expenditures reported in Panels A.1A and C are average R&D expenditures

across all firms and all periods tA < t ≤ tE

c =
1

(tE − tA)

tE∑
t=tA+1

1

n

n∑
i=1

cit,

where tA and tE represent the numbers of periods, n is the number of firms, and cit are

R&D expenditures of firm i in period t. The technology gap reported in Panels A.1B and

D is given by

G =
1

(tE − tA)

tE∑
t=tA+1

(
τLt − 1

n

n∑
i=1

τit

)
,

where τLt is the technology of the leader, and τit is technology of firm i in period t. R&D

expenditures and technology gaps are recorded only for periods tA+1 to tE . This is because

firms form their expectations about future change in other firms’ technology in the first

tA periods. The number of periods tA necessary for the expectations to adjust depends

on the expectation parameter φ ∈ (0, 1). The higher the φ, the more persistent are the

expectations, and the higher number of periods tA is necessary.

As in the PT model in Chapter 3, I split the model into two models. In model A,

managers experience disutility of innovation but the reward function is constant in the
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average profit a (d > 0 and σ = 0). In model B, managers do not experience disutility of

innovation but the reward function is decreasing in the average profit a (d = 0 and σ > 0).

Figure A.1 shows the effect of the appropriability parameters h = 0.4, 0.6, and 0.8

on predictions of the model. There are n = 30 firms in the industry and the expectations

parameter φ = 0.95. In this case, tA = 100 periods are enough for the firms to form correct

expectations. The simulation ends after tE = 600 periods. Therefore the values presented

in Figure A.1 are averages of 500 periods. The values of the remaining parameters are the

same as those used in Chapter 3 (see Subsections 3.2.4 and 3.3.3 for the discussion of the

parameter values).

Figure A.1: The PT model with endogenous profit difference
The figure shows examples of predictions A and B for different levels of the appropriability

parameters h. The parameters common to all panels are n = 30, φ = 0.95, R = 0.28, ρ = 0.95,
p = 0.5, ω = 40, s0 = 2, μ = 0.5, λ = 2.25, α = 0.88, ā = 100, tA = 100, and tE = 600.

Panels A.1A and C display inverted-U relationships between the average profit and

R&D expenditures. The effect of the appropriability parameter on R&D expenditures

is limited. Panels A.1B and D present relationships between the average profit and the
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technology gap. If the appropriability parameter is relatively low (h = 0.4), the relationship

is flat and concave. This result corresponds to the empirical findings of Hashmi (2005).

On the other hand, for the appropriability parameter h = 0.8, the relationship is high and

decreasing, which resembles the empirical evidence of Aghion et al. (2005).

The intuition behind the inverted-U relationship between the average profit and R&D

expenditures is the same as in the PT model with diminishing sensitivity. The increasing

part of the relationship is due to loss aversion or diminishing sensitivity of the prospect-

theory value function. The decreasing part is due to the decreasing reward function in

model B, or due to the disutility of innovation, diminishing sensitivity and decreasing

effective ownership in model A. The flat and concave relationships between average profits

and technology gap for low levels of appropriability mirror the size of corresponding R&D

expenditures. The decreasing relationships between the average profit and the technology

gap for high levels of appropriability arise because of the following dynamics. If the average

profit a is low, the technological leader has higher R&D expenditures than laggard firms.

Therefore, the differences in technologies of firms in the industry tend to increase. However,

they increase only to a level where, thanks to imitation, the technology levels of laggard

firms grows at a similar pace as the technology of the leader firm. With increasing average

profit a, the R&D expenditures of the leader and followers converge. Hence the technology

gap in the industry tends to fall in the average profit a.



Appendix B

Netlogo codes

This chapter presents codes of all the models implemented in Netlogo 5.0.1. I use the

software Netlogo for three reasons. First, Netlogo provides an interactive interface, in

which it is easy to generate predictions of the model for different combinations of parame-

ters. Additionally, the interactive interface runs on the web without the need for installing

Netlogo itself. Second, Netlogo includes a tool called Behavior space designed for per-

forming sensitivity analysis for different combinations of parameters. It is therefore appro-

priate for performing the simulations presented in Section 4.2. Third, Netlogo represents

a suitable tool for the implementation of the agent-based PT model with endogenous profit

difference.

The rest of the chapter is organized as follows. In Sections B.1–B.3, I present the

interfaces and the codes of the basic model, the prospect-theory model with constant sen-

sitivity, and the prospect-theory model with diminishing sensitivity. Section B.4 presents

the procedure used for finding the position of the maximum of the R&D and technology-

gap functions used in Section 4.2. Finally, Section B.5 presents the interface and the code

of the prospect-theory model with endogenous profit difference presented in Appendix A.

B.1 The basic model

In this section, I present the interactive version of the basic model implemented in Netlogo

5.0.1. The model uses the solution of the model presented in Chapter 2 for plotting R&D

expenditures and the technology gap for industry-specific profits b = {0, 1, 2, . . . , b̄}, where
b̄ is the maximum industry-specific profit.

Figure B.1 presents the graphical interface of the basic model. It contains two but-

tons, seven sliders, one chooser, and two plots. The button setup clears the graphs and

the button go generates new predictions. The sliders correspond to the following param-

eters of the model: R is the opportunity parameter R, rho is the scale parameter ρ, p

is the probability of success p, sigma is the slope parameter σ, max-b is the maximum

industry-specific profit b̄, f is the firm-specific profit f , and q is the share of firms X in

the industry q. The scenario none enables choosing parameter values freely and other sce-

narios recreate predictions corresponding to Figure 2.2. The plot R&D function presents

139
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the R&D-expenditure function of firms X cXi (b) (the red line cX), the R&D-expenditure

function of firms Y cYi (b) (the green line cY), and the R&D function c(b) (the black line

c) for the values of parameters in the sliders. The plot technology-gap function shows the

technology-gap function G(b) for the same values of parameters.

Figure B.1: Interface of the basic model in Netlogo 5.0.1

Figure B.2 presents important parts of the code of the basic model. Section globals

lists all remaining variables of the model that are not defined as sliders: b represents the

industry-specific profit b, reward is the reward parameter r, c* is the decreasing part of the

R&D-expenditure function of firms X or Y c∗i , cX and cY are R&D expenditures of firms

X and Y cXi and cYi , c represents average R&D expenditures in the industry c, and G is

technology gap G. The procedure setup resets the model. The procedure go generates the

plots for the values of the industry-specific profit b = {0, 1, 2, . . . , b̄}. It includes procedures
innovation and do-plot. The procedure innovation generates the average R&D expenditures

c and technology gap G for a given value of industry-specific profit b. The procedure uses

the equations presented in Chapter 2 (the numbers of equations are in comments). The

procedure do-plots draws values of R&D expenditures cXi , cYi , and c, and of the technology

gap G for each value of the industry-specific profit b.
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Figure B.2: The Netlogo code of the basic model

B.2 The PT model with constant sensitivity

This section presents the interactive version of the prospect-theory model with constant

sensitivity implemented in Netlogo 5.0.1. Using the solution of the model presented in

Section 3.2, the model plots R&D expenditures and the technology gap for average profits

a = {0, 1, 2, . . . , ā}, where ā is the maximum average profit.

Figure B.3 presents the graphical interface of the PT model with constant sensitivity. It

contains two buttons, twelve sliders, one chooser, one monitor, and two plots. The button

setup clears the plots, and the button go generates new predictions. The sliders correspond

to the following parameters of the model: R represents the opportunity parameter R, rho

is the scale parameter ρ, p is the probability of success p, omega is the base salary ω,

s0 is the ownership share s0, mu is the decreasing-ownership parameter μ, lambda is the

loss-aversion parameter λ, d the disutility parameter d, sigma is the slope parameter σ,
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max-a is the maximum average profit ā, x is the profit difference x, q is the share of

firms X in the industry q. The scenario none enables choosing parameter values freely and

other scenarios correspond to Figures 3.2 and 3.3. The monitor displays the value of the

minimum loss-aversion parameter λY
i (0) (3.17).

The plot R&D function presents the R&D-expenditure function of firms X cXi (a) (the

red line cX), the R&D expenditures of firms Y cYi (a) (the green line cY), and the R&D

function c(a) (the black line c) for the values of parameters in the sliders. Similarly, the plot

technology-gap function depicts the technology-gap function G(a) for the same parameter

values.

Figure B.3: The interface of the PT model with constant sensitivity in Netlogo 5.0.1

Figure B.4 presents important parts of the code of the model. Section globals contains

all remaining variables of the model that are not defined as sliders: a is the average profit a,

min-lambda is the minimum loss-aversion parameter λY
i (0), reward is the reward parameter

r, s is the effective ownership parameter s, c is the decreasing part of the R&D-expenditure

function Ci, /cX and /cY are the increasing parts of the R&D-expenditure functions of

firm X and Y � CX
i and � CY

i , cX and cY are R&D expenditures of firms X and Y cXi
and cYi , c represents average R&D expenditures in the industry c, and G is the technology

gap G.

The procedure setup resets the model and calculates the minimum loss-aversion pa-

rameter. The procedure go generates the plots for the average profits a = {0, 1, 2, . . . , ā}.
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Figure B.4: The Netlogo code of the PT model with constant sensitivity

It includes procedures innovation and do-plot. The procedure innovation generates aver-

age R&D expenditures c and the technology gap G for a given value of average profit a.

The procedure consists of the equations presented in Section 3.2 (the numbers of equa-

tions are shown in gray color). Finally, the procedure do-plots depicts the values of R&D

expenditures cXi , cYi , and c and the technology gap G for each value of a.
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B.3 The PT model with diminishing sensitivity

In this section, I present an interactive version of the prospect-theory model with di-

minishing sensitivity implemented in Netlogo 5.0.1. The code provides a numerical

solution that finds R&D expenditures and the technology gap for the average profits

a = {0, 1, 2, . . . , ā}, where ā is the maximum average profit.

Figure B.5: The interface of the PT model with diminishing sensitivity in Netlogo 5.0.1

In Figure B.5, I present the graphical interface of the prospect-theory model with

diminishing sensitivity. It contains two buttons, fifteen sliders, one chooser, and two plots.

The button setup clears the graphs and the button go restarts the simulation. The sliders

correspond to the following variables of the model: max-c and c-step determine the values

from which managers of firms X and Y choose the optimum sizes of R&D expenditures, R

is the opportunity parameter R, rho is the scale parameter ρ, p is the probability of success

p, omega is the base salary ω, s0 is the ownership share s0, mu is the decreasing-ownership

parameter μ, lambda is the loss-aversion parameter λ, alpha is the diminishing-sensitivity

parameter α, d is the disutility parameter d, sigma is the slope parameter σ, max-a is

the maximum average profit ā, x is the profit difference x, q is the share of firms X in

the industry q. The plot R&D function presents the R&D-expenditure function of firms X

cXi (a) (the red line cX), the R&D-expenditure function of firms Y cYi (a) (the green line

cY), and the R&D function c(a) (the black line c) for the values of parameters in the
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sliders. The scenario none enables the free choice of parameter values and other scenarios

recreate predictions corresponding to Figures 3.7 and 3.8. Only the lines are a little bit

dented since max-c is set at 200 and c-step at 0.1 in order to increase the speed of the

solution. The plot technology-gap function shows the technology-gap function G(a) for the

same values of parameters.

Figure B.6 presents important parts of the code of the model. Section globals lists the

remaining variables of the model that are not defined as sliders: a denotes the average

profit a, reward is the reward parameter r, s is the effective ownership parameter s, U is

the utility of the manager of firm i Ui, U* is the optimum utility of the manager, wS or wF

is the income of the manager of firm i that innovates successfully wiS or fails to innovate

wiF , cF is a help parameter used for finding the optimum R&D expenditures, cX and cY

are R&D expenditures of firms X and Y cXi and cYi , c are average R&D expenditures c,

and G is the technology gap G.

The procedure setup clears all plots and resets all global variables of the model. The

procedure go generates the plots for the average profits a = {0, 1, 2, . . . , ā}. It includes

procedures innovation and do-plot. The procedure Innovation finds average R&D expen-

ditures c and the technology gap G for a given value of the average profit a (comments

link the code to equations in Chapter 3). The procedure finds R&D expenditures that

maximize the utility of managers of firms X or Y out of the values of R&D expenditures

cF = {0, c-step, 2c-step, . . . , max-c}. All figures in Section 3.3 use values c-step = 0.005

and max-c = 500, which seem to be sufficient as the value of max-c = 500 is five times as

high as the maximum average profit ā = 100 (the average R&D expenditures of firms in

reality are below 30, see Subsection 2.2.4), and c-step = 0.005 provides the total number

of 100,000 steps. Finally, the procedure do-plots plots the values of R&D expenditures cXi ,

cYi , and c, and the technology gap G for each value of the average profit a.
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Figure B.6: The Netlogo code of the PT model with diminishing sensitivity

B.4 Sensitivity analysis

This section presents a procedure that finds the average profit that corresponds to the

maximum of the R&D and technology-gap functions in the PT model with diminishing

sensitivity implemented in Netlogo 5.0.1.
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Figure B.7 presents the graphical interface that contains two buttons, fourteen sliders,

two plots, and two monitors. The button setup clears the graphs, and the button go starts

the simulation. The sliders correspond to the following variables of the model: a-step is the

minimum difference between the values of the average profit used in the simulation a = {0,
a-step, 2a-step, ..., max-a}, R is the opportunity parameter R, rho is the scale parameter ρ,

p is the probability of success p, omega is the base salary ω, s0 is the ownership share s0, mu

is the decreasing-ownership parameter μ, lambda is the loss-aversion parameter λ, alpha is

the diminishing-sensitivity parameter α, d is the disutility parameter d, sigma is the slope

parameter σ, max-a is the maximum average profit ā, x is the profit difference x, q is the

share of firms X in the industry q. The plots R&D function and technology-gap function

present the R&D function c(a) and the technology-gap function G(a) for the values of

parameters in the sliders. Finally, the monitors a* and aG* show the average profits that

corresponds to the maximum of the R&D and technology-gap functions, respectively.

Figure B.7: The interface of the application for finding position of the maximum of the R&D
function c(a) and the technology-gap function G(a) in Netlogo 5.0.1
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Figure B.8 presents the code of the model. Section globals lists the remaining vari-

ables that are not defined as sliders: a represents the average profit a, the variables a*,

a*-, a*+ describe the position of the maximum of the R&D function, aG*, aG*-, aG*+

describe the position of the maximum of the technology gap function, reward is the reward

parameter r, s is the effective ownership parameter s, U is the utility of managers, U* is

the optimum utility of managers, wS or wF is the income of the manager of firm i that

innovates successfully wiS or fails to innovate wiF , cF is a help parameter used for find-

ing the optimum R&D expenditures, cX and cY are R&D expenditures of firms X and

Y cXi and cYi , c represents average R&D expenditures in the industry c, c*-, c*+ are help

parameters describing the maximum of the R&D function, G is technology gap G, G*-,

G*+ are help parameters describing the maximum of the technology-gap function, and

max-X-c, max-Y-c, c-X-step, c-Y-step determine the values from which managers of firms

X and Y select the optimum size of R&D expenditures.

The procedure setup resets the model and sets the initial values of the help parameters

max-X-c, max-Y-c, c-X-step, c-Y-step. The procedure go generates the plots for the average

profits a = {0, a-step, 2a-step, . . . , max-a}. In the simulations in Section 4.2, I use the

value of a-step = 0.5. The procedure go includes the following four procedures (comments

link the code to equations in Chapter PT-model):

1. The procedure innovation finds R&D expenditures c* that maximize the utility of

managers of firms X and Y for a given average profit a. The managers of firms X

choose one of the values cF = {0, c-X-step, 2c-X-step, . . . , max-X-c} and the managers

of firms Y one of the values cF = {0, c-Y-step, 2c-Y-step, . . . , max-Y-c}.

2. The procedure find-maximum reports the average profits a* and aG* that correspond

to the highest values of the R&D and technology-gap functions. If the given function

is flat, more values of average profits a = {0, a-step, 2a-step, . . . , max-a} might

correspond to the maximum of the function. Then the average profits a* and aG*

are equal to (a*- + a*+)/2 and (aG*- + aG*+)/2, where a*- and aG*- record the

average profits at which the functions stop increasing, and a*+ and aG*+ show the

average profits at which the functions start decreasing. If at the end of the simulation

a*- = 0 and a*+ > 0 (or aG*- = 0 and aG*+ > 0), the procedure go sets a* (or

aG*) equal to 0, which means that the function is reported as decreasing instead of

inverse U-shaped. Subsequently, if a*+ = 100 and 0 < a*- < 100 (or aG*+ = 100

and 0 < aG*- < 100), the procedure go sets a* (or aG*) equal to 100, so that the

function is reported as increasing.

3. The procedure adjust-grid changes the values of max-X-c, max-Y-c, c-X-step, c-Y-step

in order to measure R&D expenditures in the procedure innovation more precisely

and in order to reduce the computational burden of the procedure.

4. And finally, the procedure do-plots depicts the values of R&D expenditures c and

the technology gap G for each value of the average profit a.
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Figure B.8: The Netlogo code of the application for finding the position of the maximum of the
R&D function c(a) and the technology-gap function G(a)

B.5 The PT model with endogenous profit difference

This section presents an interactive version of the prospect-theory model with endogenous

profit difference implemented in Netlogo 5.0.1. The code offers a numerical solution that

finds the R&D expenditures and the technology gap for the values of the average profit

a = {0, 1, 2, . . . , ā}, where ā is the maximum average profit.

Figure B.9 presents the graphical interface of the model. It contains two buttons, nine-

teen sliders, one chooser, and two plots. The button setup clears the plots and the button

go restarts the simulation. The sliders correspond to the following variables of the model: n

is the number of firms in the industry n, max-c and c-step determine the values from which

managers of firms X and Y choose the optimum size of R&D expenditures, phi is the ex-

pectations parameter φ, R is the opportunity parameter R, rho is the scale parameter ρ, p

is the probability of success p, omega is the base salary ω, s0 is the ownership share s0, mu

is the decreasing-ownership parameter μ, lambda is the loss-aversion parameter λ, alpha is

the diminishing-sensitivity parameter α, d is the disutility parameter d, sigma is the slope

parameter σ, max-a is the maximum average profit ā, h is appropriability parameter h, tA

denotes the number of periods for which R&D expenditures and the technology gaps are

not measured, and tE is the total number of periods. The scenario none enables choosing
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parameter values freely and other scenarios correspond to Figure A.1. The plots R&D

expenditures and technology gap depict the R&D function c(a) and the technology-gap

function G(a) for the values of parameters shown in the sliders.

Figure B.9: The interface of the PT model with endogenous profit difference in Netlogo 5.0.1

Figure B.10 presents important parts of the code. Sections globals and turtle-own in-

clude the variables that are not defined as sliders. Section globals lists the variables that

are identical for all the firms: a denotes the average profit a, reward is the reward parame-

ter r, s is the effective-ownership parameter s, Sc is the sum of average R&D expenditures

of firms in periods tA < t ≥ tE , Gt is the technology gap G in time t, SG the sum of the

technology gaps in periods tA < t ≥ tE , and x the measure of periods. Section turtle-own

contains the firm-specific variables: U is the utility of managers, U* is the optimum utility

of managers, wS or wF is the income of the manager of firm i in the case of success and

failure wiS and wiF , tau and tau-1 are technology levels of firm i in periods t and t − 1

τit and τit−1, Tei and Tei-1 are expected changes in the average technology of the other

firms in periods t and t− 1 T e
it and T e

it−1, delta is the technology difference at the begin-

ning of period t δitI , cF is a help parameter used for finding the optimum size of R&D

expenditures, cit denotes R&D expenditures of firms i in time t cit, Ti-1 is the change in

technology of all other firms in the industry in period t− 1 Tit−1, and tau j and tau j-1 are
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average technology levels of the other firms in the industry in periods t and t− 1 τjt and

τjt−1.
The procedure setup resets the model and creates n firms. The procedure go generates

R&D expenditures and the technology gaps for the average profits a = {0, 1, 2, . . . , ā}. It
includes procedures simulation and do-plot. The procedure simulation finds average R&D

expenditures c and the technology gap G for a given value of average profit a (comments

link the code to equations in Appendix A). At the beginning of the procedure, the expecta-

tions of firm i regarding the change in technology of other firms Tei and the other variables

are set equal to zero. Then the simulation runs for tE periods. Each period consists of the

following five steps: First, the laggard firms imitate a part of the state-of-the-art technol-

ogy and all firms calculate the technology difference at the beginning of the period delta.

Second, each firm forms expectations about the technology of other firms Tei. Third, each

manager chooses the value of R&D expenditures that maximizes her utility out of the

values cF = {0, c-step, 2c-step, . . . , max-c}. Fourth, successful innovators increase their

technology by r(a)cρit and calculate the change of the other firms’ technology Ti-1. Fifth,

the model calculates sums of average R&D expenditures and the technology gaps in the

industry for all periods with the number x > tA, where tA is the number of periods firms

have for adjusting their expectations about the change in technology of other firms. Fi-

nally, the procedure do-plots reports average R&D expenditures and the technology gap

Sc/(tE - tA) and SG/(tE - tA).
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Figure B.10: The Netlogo code of the PT model with endogenous profit difference



Abstract

In this book I introduce two models of innovation that explain the inverted-U relationship

between profitability and innovation, and the findings of Aghion et al. (2005) and Hashmi

(2005) related to the relationship between profitability and the dispersion of productivity

in the industry. The basic model provides a simple and general explanation of the empirical

findings. In the basic model firms choose R&D expenditures that maximize their expected

profits under the assumption that R&D expenditures of firms might be constrained by the

size of their profits.

The prospect-theory model provides a more specific explanation of the empirical find-

ings, which includes a behavioral model of managerial decision-making. Managers in the

model choose R&D expenditures according to the preferences represented by the prospect-

theory value function. For specific sets of parameter values, both models generate predic-

tions that correspond to the empirical findings of Aghion et al. (2005) and Hashmi (2005).

Finally, I show that both models generate realistic predictions for a wider range of param-

eter combinations around the specific parameter values.
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